Chapter 18

Ensuring the Availability of Applications and Services
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If you cannot afford the costs of lost productivity due to the interruption of a mission-critical application or service, or if applications or services in your organization carry fiduciary legal responsibilities, this is an essential planning chapter for you. 

Specifically, this chapter will help system administrators determine if your systems require clustering and, if so, which clustering technology is most appropriate for the applications and services in your organization. The guidelines in this chapter will help you create a plan that makes mission-critical applications and services highly available to users under any circumstance.
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Chapter Goals

This chapter will help you develop the following planning document:

(	Clustering Deployment Planning Worksheet 



Related Information in the Resource Kit

(	For more information about Microsoft® Windows® Clustering, see “Windows Clustering” in the Microsoft® Windows® 2000 Server Resource Kit Distributed Systems Guide.

(	For more information about creating test plans, see “Building a Windows 2000 Test Lab” in this book.





Making Applications and Services Highly Available

A server failure in any organization can be extremely costly, whether the server is a file, print, Web, or application server. Measuring the costs of server, application, or service downtime in any organization can be difficult. Potential losses can include:

(	Lost sales

(	Lost customer goodwill

(	Lost employee productivity and confidence

(	Increased costs due to makeup time

(	Missed contractual obligations or possible legal liabilities

(	Perishable products going to waste

(	Loss of competitiveness



The costs that your organization can accrue due to the interruption of a mission-critical application or service could be extremely high. If you are not making mission-critical applications and services highly available to your users, you are taking a high-priced risk. 

This chapter discusses the details of deployment planning for Windows Clustering. Clustering is a feature of Windows 2000 Advanced Server that provides four main benefits for networks and for system administrators: 

(	High availability of applications and services.

(	Scalability of specific applications and services (when using load balancing).

(	Centralized administration.

(	Rolling upgrade (the process of upgrading cluster nodes individually while the other nodes continue to provide service).



Overview of Windows 2000 Advanced Server

The Windows 2000 Server family currently includes Windows 2000 Server and Windows 2000 Advanced Server. Windows 2000 Server offers core functionality appropriate to small-sized and medium-sized organizations that have numerous workgroups and branch offices and that need essential services including file, print, communications, infrastructure, and Web. Windows 2000 Advanced Server is designed to meet mission-critical needs, such as large data warehouses, online transaction processing (OLTP), messaging, e-commerce, or Web hosting services for medium and large organizations, and Internet service providers (ISPs). 



Windows 2000 Advanced Server has evolved from Microsoft® Windows NT® Server 4.0, Enterprise Edition. It provides a comprehensive clustering infrastructure for high availability and scalability of applications and services, including main memory support up to 8 Gigabytes (GB) on Intel Page Address Extension (PAE) systems. Designed for demanding enterprise applications, Advanced Server supports new systems with up to 8-way symmetric multiprocessing (SMP). SMP enables any one of the multiple processors in a computer to run any operating system or application threads simultaneously with the other processors in the system. Windows Advanced Server is well-suited to database-intensive work, and provides high availability server clustering and load balancing for excellent system and application availability.

Windows 2000 Advanced Server includes the full feature set of Windows 2000 Server and adds the high availability and scalability required for enterprise and larger departmental solutions. Key features of Advanced Server include:

(	Network (TCP/IP) Load Balancing 

(	Enhanced two-node server clusters based on the Microsoft Windows Cluster Server (MSCS) previously released in the Windows NT Server 4.0 Enterprise Edition 

(	Up to 8 GB main memory on Intel PAE Systems 

(	Up to 8-way SMP





Note

If you are uncertain about whether you have an Intel PAE computer system, contact your hardware vendor.



Process for Making Applications and Services Highly Available

When you plan for deployment of Windows Clustering, it is critical that you consider solutions that will help you avoid server, application, or service failures in your organization. Consider using the process represented in the flowchart in Figure 18.1 when planning for high availability of applications and services in your organization.
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Figure 18.1    Planning for Availability of Applications and Services

Before you begin the planning phase, it is important that you thoroughly understand the key components of Windows Clustering that will make your mission-critical applications and services highly available to end users in your organization.

Overview of Windows Clustering

A cluster is a group of independent computers that work together to run a common set of applications or services and provide the image of a single system to the client and application. Clustered computers are physically connected by cables and programmatically connected by cluster software. These connections allow computers to use problem-solving features, such as load balancing and failover, that are not available for use with stand-alone computers. 



Load balancing distributes server loads across all configured servers and prevents one server from being overworked. This, in turn, enables you to increase your capacity incrementally to meet demand. Failover provides constant support to users by automatically transferring resources from a failing or offline cluster server to a functioning one. This provides cluster users with constant access to the resources. Windows Clustering currently provides the following two clustering technologies:

Network Load Balancing

Network Load Balancing provides scalability and high availability of TCP/IP-based applications and services, by combining up to 32 servers running Windows 2000 Advanced Server into a single, load balancing cluster. The most common use for Network Load Balancing is to distribute incoming Web requests among its cluster of Internet server applications (such as Internet Information Services applications).

Cluster Service

Using Advanced Server, Cluster service lets you combine two servers to work together as a server cluster to ensure that mission-critical applications and resources remain available to clients. Server clusters enable users and administrators to access certain resources of the servers, or nodes, as a single system rather than as separate computers.



When you are planning and deploying applications and services for high availability, it is critical that you define best practices for your organization. Microsoft has developed a series of best practice guides for high availability. For more information about these guides, see the Microsoft TechNet High Availability link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.

Determining Availability Strategies

After you understand the capabilities of Windows Clustering, you can begin the planning phase of cluster deployment to help make your mission-critical applications and services highly available to users in your organization. 

Assembling the Clustering Planning Team

Teamwork is of the utmost importance in determining your clustering requirements. Planning your clustering strategy needs to be a cooperative project involving system administrators for the network and administrators for the following applications and services: 

(	Microsoft® SQL Server™ or other database



(	Microsoft® Exchange Server or other groupware 

(	Microsoft® Internet Information Services (IIS) or other Web service

(	Windows 2000 Terminal Services

(	Windows Internet Name Service (WINS)

(	Dynamic Host Configuration Protocol (DHCP)

(	Internally developed line-of-business applications

(	Third-party applications

(	File and print shares



In most organizations, these applications and services are required to be highly available to users.

The core clustering planning team must identify specific high-availability needs for each of the mission-critical application and services mentioned. Collectively, this team will know enough about the use of these applications and services and the use of the network to avoid potential costly mistakes. 

After you have determined your clustering strategy, plan to meet with your core clustering planning team to determine staffing requirements for the cluster configuration in your organization. Resources and applications running on a cluster might be administered differently than the same resources on a stand-alone server. Be sure that you determine the scope of these differences and train your staff accordingly. Also, be sure that your staff is aware of the requirements for high availability and understand how their actions could limit or reduce system availability. For example, an administrator who adds a new resource to a group containing hundreds of other resources could bring the entire group down (along with the resources it contains) if that administrator incorrectly configures the new resource.

Identifying High-Availability Needs for Applications and Services

To identify specific high-availability needs for mission-critical applications and services in your organization, determine the following:

(	Basic characteristics of the application or service, such as: 

(	Software used.

(	Special hardware requirements. (For more information, see “Determining Hardware Compatibility for Advanced Features” later in this chapter.)

(	Volume of data.

(	Number of users.

(	Hours of operation.





(	Expected changes in size and performance requirements, such as:

(	Seasonal or other planned peak loads.

(	Expected rate of increase in users.

(	Expected rate of increase in data.



(	Hardware requirements at initial deployment, during peak load times, and within the planning horizon of the project. Use application and service characteristics and change projections to make your estimation.

(	Data backup and disaster recovery plans for the application, service, and operating system.

(	Maximum outage tolerance (that is, the maximum amount of time that the system or users can tolerate the application or service being unavailable ). This is important, because eliminating all possible outages can be expensive. For many applications and services, occasional brief outages might be an acceptable alternative to larger investments in high availability.

(	Impact of downtime. Perform a qualitative assessment of the way that downtime of an application or service would affect your organization. Examples include lost sales, lost productivity, and decline in customer satisfaction. 

(	Measurable cost of downtime. Perform a quantitative estimate of the cost per application or service outage that exceeds the specified maximum that your organization can tolerate. 

(	Identify all potential single points of failure in the planned configuration.

(	Identify your staffing requirements. 

(	Current availability. If you do not have the availability numbers, begin collecting the data right away. Starting with Windows NT 4.0 SP4, you can easily calculate the system uptime using the Microsoft Windows NT 4.0 Server Resource Kit tool, Uptime.exe. Uptime.exe uses events stored in the Event Log to calculate these numbers. You must enable the Event Log in order for this to take place. Uptime.exe is also available in the Microsoft Windows 2000 Server Resource Kit.



A single point of failure is any component in your environment that would block data or applications if it failed. 

Table 18.1 lists common points of failure in a server environment and describes whether you can protect the point of failure by using a Microsoft clustering solution or by using a third-party solution.



Table 18.�SEQ table�1�    Common Points of Failure

��Failure Point�Clustering Solution�Other Solutions����Network hub�N/A�Redundant networks��Network router�N/A�OSPF��Power outage�N/A�-  Uninterruptible power�   supply (UPS)

-  Generator

-  Multiple power grids��Server connection�Failover�N/A��Disk�Fail over�Hardware or software RAID, to ensure against the loss of specific data on a specific computer and to provide for uninterrupted service ��Other server hardware such as CPU or memory�Failover�Spare components such as motherboards and small computer system interface (SCSI) controllers (any spare components need to exactly match the original components, including network and SCSI components).��Server software such as the operating system or specific applications�Failover�N/A��Wide area network (WAN) links such as routers and dedicated lines�N/A�Redundant links that provide secondary access to remote connections��Dial-up connection�N/A�Multiple modems and Routing and Remote Access ��

Determining Hardware Compatibility for Advanced Features

Check to be sure the computer systems and adapters that are presently installed or are planned for purchase are listed on the Microsoft Hardware Compatibility List (HCL). To determine if the hardware is listed and supported by HCL, see the Microsoft Windows Hardware Compatibility List link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.



If you plan to deploy computer systems with advanced capabilities, such as clustering or large amounts of memory, there are additional requirements that you must meet. 

For example, if you have Advanced Server computer systems with more than 4 GB of RAM, you must modify the Boot.ini PAE switch to enable PAE memory use. You can make this modification after you have verified that all components are supported. If the components are not supported, the computer system must be brought into compliance to avoid potential problems later.

If the system is in production and you add new adapters and drivers, it is strongly recommended that you back up the system completely before making any modifications. 



Note

Changes to the registry and some modifications to the Boot.ini file that could cause the computer system to function incorrectly or be unstable, might be avoided when you start the computer by using the F8 key, which bypasses many switches and drivers. This allows you to make changes to the Boot.ini file or other areas as needed to restore functionality



Determining Your Clustering Requirements

After you have determined specific high availability needs for mission-critical applications and services, identified potential single points of failure, and determined that your hardware is compatible with Windows 2000, you must determine which type of clustering technology best fits the needs of your organization. Before you plan your cluster, review the requirements to determine the appropriate cluster type.

Planning for Network Load Balancing 

Network Load Balancing clusters a group of computers together that run server programs using the TCP/IP networking protocol. Network Load Balancing service enhances the availability and scalability of Web servers, File Transfer Protocol (FTP) servers, streaming media servers, virtual private network (VPN) servers, and other mission-critical programs. Network Load Balancing provides these enhancements using a cluster of two or more host computers (servers that are members of the cluster) working together. 

A single computer running Windows 2000 Advanced Server can provide a limited level of server reliability and scalable performance. However, by combining the resources of two or more computers running Windows 2000 Advanced Server into a single cluster, Network Load Balancing can deliver the availability that Web servers and other mission-critical programs need to maintain top performance. Figure 18.2 represents a Network Load Balancing cluster containing four hosts. 
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Figure 18.2    Four Hosts Within a Network Load Balancing Cluster

Each host runs separate copies of the desired server programs, such as Web server, FTP, Telnet, and messaging. For some services, such as a Web server, a copy of the program runs on all hosts within the cluster, and Network Load Balancing distributes the workload among the servers. For other services, such as messaging, only one copy of the service handles the workload within the cluster. Instead of equalizing the loads of these services, Network Load Balancing allows network traffic to flow to a single host, moving the traffic to another host only in cases of server failure. Network Load Balancing allows all computers in the cluster to be addressed by the same set of cluster Internet Protocol (IP) addresses—while also maintaining their existing, dedicated IP addresses. Network Load Balancing distributes incoming client requests as TCP/IP traffic, including TCP connections and UDP streams, across the hosts.

To scale server performance, Network Load Balancing balances the load of incoming TCP/IP connections across all hosts in the cluster. You can configure the load size for each host as necessary. You can also add hosts to the cluster dynamically to manage increased load. In addition, Network Load Balancing can direct all TCP/User Datagram Protocol (UDP) traffic (not configured to be load balanced) to a designated single host, called the “default host.” This is advantageous because it allows all services not explicitly configured for load balancing to run on a single host. Network Load Balancing manages the TCP/IP traffic to maintain high availability for server programs. 

When a host fails or goes offline, Network Load Balancing automatically reconfigures the cluster to redirect client requests to the remaining computers. For load-balanced programs, the load is automatically redistributed among the computers that are still operating. Programs running on a single server have their traffic redirected to a specific host. Connections to the failed or offline server are lost. After necessary maintenance is completed, the offline computer can transparently rejoin the cluster and regain its share of the workload. 



Network Load Balancing does not detect application failures. Instead, it is designed to be controlled by application monitoring programs that check for and ensure correct behavior of their associated applications. For example, if an application monitor determines that its service has failed, it can instruct Network Load Balancing to remove the affected host from the cluster until the problem is corrected. Additionally, Network Load Balancing detects whether a cluster host has had an orderly or disorderly shutdown or if the network adapter has failed.

You know that your organization requires Network Load Balancing if you host a TCP/IP service (such as a Web server) that must scale its performance to meet increasing client demand and that must be continuously available. For example, Internet e-commerce sites are seeing explosive demand, and outages on these sites are unacceptable to customers. Traditional means of scaling these services, such as the use of round robin domain name system (DNS) alone cannot provide the high availability that Network Load Balancing gives you. Round robin DNS is a solution for enabling a limited form of TCP/IP load balancing for Web servers.

Process for Planning Your Network Load Balancing Clusters 

This section discusses guidelines you need to consider when you plan the Network Load Balancing clusters in your organization. When you plan your Network Load Balancing clusters, consider using the planning process represented in the flowchart in Figure 18.3.
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Figure 18.3    Process for Planning Your Network Load Balancing Clusters



Determining Which Applications to Use with Network Load Balancing

Many applications work with Network Load Balancing. This section offers guidelines for determining which applications might be suitable.

In general, Network Load Balancing can scale any application or service that uses TCP/IP as its network protocol and is associated with a specific TCP or UDP port.

Network Load Balancing uses “port rules” that describe which traffic to load balance and which traffic to ignore. By default, Network Load Balancing configures all ports for load balancing. However, you can modify the configuration that determines how incoming network traffic is load balanced on a per-port basis. To modify the default behavior, you create port rules that cover specific port ranges. 

Some examples of services and their associated ports are:

(	HTTP over TCP/IP: Web servers, such as Microsoft Internet Information Services (IIS): Port 80.

(	HTTPS over TCP/IP: HTTP over Secure Sockets Layer (SSL) for encrypting Web traffic: Port 443.

(	FTP over TCP/IP: FTP: Port 21, port 20, and ports 1024-65535.

(	TFTP over TCP/IP: Trivial File Transfer Protocol (TFTP) servers, which are used by applications such as Bootstrap Protocol (BOOTP): port 69.

(	SMTP over TCP/IP: Simple Mail Transport Protocol (SMTP), which is used by applications such as Microsoft Exchange: Port 25.

(	Microsoft Terminal Services: Port 3389.



To be successfully load balanced, an application or service must be designed to allow multiple instances (multiple copies of a program) to run simultaneously, one on each cluster host. For example, an application must not make updates to a file that will in turn be synchronized with updates made by other instances unless it explicitly provides a means to do so. To avoid this problem, set up a back-end database server to handle synchronized updates to shared-state information. 



In addition, Network Load Balancing is commonly used with:

(	VPN servers 

A VPN server services an extension of a private network that encompasses links across shared or public networks such as the Internet.

(	Streaming media servers 

Software (such as Microsoft Media Technologies) that provides multimedia support, allowing you to deliver content using Advanced Streaming Format over an intranet or the Internet. 



Network Load Balancing is a good choice for VPN servers and streaming media servers after you have determined that your organization would benefit from load balancing PPTP or streaming traffic.



Note

Before load balancing an application in a Network Load Balancing cluster, review the application license or check with the application vendor. Each application vendor sets its own licensing policies for applications running on clusters.



When using Network Load Balancing with VPN servers to load-balance PPTP clients, it is important to configure the TCP/IP properties correctly to ensure compatibility with clients running earlier versions of Windows (for example, Windows 98 and Windows NT 4.0). To do this, assign only a single virtual IP address to the network adapter used by Network Load Balancing and do not assign a dedicated IP address on this subnet. This restriction does not apply for Windows 2000 clients. 

For more information about configuring Network Load Balancing for VPN and other applications, see “Windows Clustering” in the Microsoft® Windows® 2000 Server Resource Kit Distributed Systems Guide.

Using Network Load Balancing to Deploy Terminal Server Clusters

Windows 2000 Terminal Services, when configured in Application Server mode, provides centralized application deployment and execution for remote users. You can use Network Load Balancing to distribute a large client base among a group of terminal servers. This is most appropriate in situations where the Terminal server application is largely stateless, such as providing a data entry application to a sales floor or warehouse.



If roaming users need to reconnect to existing Terminal server sessions, you cannot use Network Load Balancing to provide a complete roaming experience. Since Network Load Balancing routes users to cluster hosts based on the IP address, a user connecting from multiple locations, or one who uses DHCP and disconnects between sessions, is not always routed back to the same computer, and thus cannot reattach to a disconnected session. Even in such situations, Network Load Balancing can provide reconnections for dropped sessions, or persistent routing if the user’s IP address is fixed. If maintaining disconnected sessions is not a requirement, then you can use Network Load Balancing effectively for any sort of terminal server application.

When you use Network Load Balancing, it is recommended that you configure all terminal servers to end disconnected sessions after a moderate time-out, such as 30 minutes. This configuration allows dropped sessions to be resumed, but does not allow disconnected sessions to persist for long periods. Persistent sessions can be a problem when the user is routed to other computers, because the computers will not be reconnected. This configuration could consume resources by leaving sessions open on multiple computers for each user or, in the worst case, users can be locked out because their resources are in use elsewhere.

When deploying a Terminal Services cluster using Network Load Balancing, each server needs to be able to serve all users. To facilitate this, you must store per-user information, system information, and common data in an accessible place, such as a back-end file server. Figure 18.4 represents an implementation of Network Load Balancing and Terminal Services. 
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Figure 18.4    Network Load Balancing Provides Balancing Among Terminal Servers



Note that separate servers are depicted for line-of-business database applications and for per-user data storage. Each of these servers needs to be implemented as a high-availability server using clustering or other appropriate technologies. Additionally, this implementation improves scalability by partitioning the workload so that multiple terminal servers can support the desired level of performance.

For more information about Terminal Services, see “Deploying Terminal Services” in this book.

Configuring Network Load Balancing Clusters for Servers Running IIS/ASP and COM+ Applications

A key component of e-commerce sites are servers running COM+ applications. In the example shown in Figure 18.5, a server running COM+ handles object requests for the shopping basket of an online bookstore.
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Figure  18.5    Deploying COM+ Applications on the Same Physical Servers as IIS



In order to ensure that these objects are available when you need them, and to maximize the performance of the site as a whole, it is recommended that you deploy COM+ on the same physical servers as IIS. By doing this, the application servers can take advantage of the scalability and availability gains afforded by the existing Network Load Balancing cluster without any need for an additional separate tier of dedicated servers running COM+. 

Using a single physical Network Load Balancing cluster of servers that has been configured for both IIS/ASP and COM+, as opposed to creating a separate physical tier of application servers, reduces hardware and management costs because fewer servers are needed.

Identifying Network Risks

When you identify network risks, you identify the possible failures that can interrupt access to network resources. Single points of failure can include hardware, software, or external dependencies, such as power supplied by a utility company or dedicated wide area network (WAN) lines.

In general, you provide maximum availability when you:

(	Minimize the number of single points of failure in your environment.

(	Provide mechanisms that maintain service when a failure occurs. 



In the case of Network Load Balancing, you also provide maximum availability when you: 

(	Load balance only the applications that are appropriate to Network Load Balancing. 

(	Make sure that application servers are properly configured for the applications they are running. For more information about proper configuration, see “Determining Server Capacity Requirements” later in this chapter.



A principal goal of Network Load Balancing is to provide increased availability. A cluster of two or more computers ensures that if one computer fails, another computer is available to continue processing client requests. However, Network Load Balancing is not designed to protect all aspects of your workflow in all circumstances. For example, Network Load Balancing is not an alternative to backing up data. Network Load Balancing only protects access to the data, not the data itself. Also, it does not protect against a power outage that would disable the entire cluster.



Windows 2000 Advanced Server has built-in features that protect certain computer and network processes during failure. These features include redundant array of independent disks (RAID) 1 (disk mirroring) and RAID 5 (disk-striping with parity.) When planning your Network Load Balancing environment, look for areas where these features can help you in ways that Network Load Balancing cannot. 

Planning for Network Load Balancing 

This section will help you determine the number of Network Load Balancing servers you require in your organization and how you need to configure them. 

Cluster size, defined as the number of cluster hosts participating in the cluster (can be up to 32 for Windows Clustering), is based on the number of computers required to meet the anticipated client load for a given application.

For example, if you determine that you need six computers running IIS in order to meet the anticipated client demand for Web services, then Network Load Balancing will run on all six computers and your cluster will consist of six cluster hosts.

As a general rule, add servers until the cluster can easily handle the client load without becoming overloaded. The maximum cluster size you need is determined by network capacity on a given subnet. The exact number depends on the nature of the application. 



Note

Always be sure that there is enough extra server capacity so that if one server fails, the remaining servers can accommodate the increased load.



When the cluster subnet approaches saturation of the network, add an additional cluster on a different subnet. Use round robin DNS to direct clients to the clusters. You can continue to add clusters in this manner as the network demand grows. Since round robin DNS contains only cluster IP addresses, clients are always directed to clusters instead of to individual servers, and therefore never experience an outage due to a failed server. In some deployments requiring high bandwidth, you could use round robin DNS to split incoming traffic among multiple, identical Network Load Balancing clusters. In Figure 18.6, the IP request discovers DNS (www.reskit.com), which resolves to the virtual IP address of Network Load Balancing Cluster 1 (10.0.0.1) and passes the request to that Network Load Balancing cluster. Subsequent requests are then sent to Cluster 2 (10.0.0.2) and Cluster 3 (10.0.0.3)and then continue in a round robin fashion.
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Figure 18.6    Round Robin DNS Among Identical Network Load Balancing Clusters



Note

If you use network switches and you deploy two or more clusters, consider placing the clusters on individual switches so that incoming cluster traffic is handled separately. A switch is used to connect cluster hosts to a router or other source of incoming network connections. 



It is important to note that a switch can be used to separate incoming traffic in cases where you have more than one cluster.

Determining Server Capacity Requirements

After you determine your cluster size, you are ready to configure individual cluster hosts. In general, you would base this determination on the types of applications you plan to load balance and the client demand you anticipate on these applications. Some server applications, such as file and print servers, are extremely disk-intensive and require very large disk capacities and fast input/output (I/O). Be sure you consult the documentation for each application you plan to run, in order to determine how to configure the servers in your cluster.



While it might be possible to substitute two or three very powerful servers for a larger number of less powerful computers, it generally is more desirable to deploy the larger number. Using more servers allows the client load to be more widely distributed, so that if one server fails, the incremental impact on clients is reduced.

Optimizing Network Load Balancing Clusters

There are some hardware and configuration choices you can make to improve cluster performance for Network Load Balancing. These choices are explained in the following sections.

If the cluster hosts are directly connected to a switch in order to receive client requests, incoming client traffic is automatically sent to all switch ports. In most applications, incoming client traffic is a small portion of total cluster traffic. However, if other clusters or computers are connected to the same switch, this cluster traffic consumes some of their port bandwidth. 

To avoid this problem, you can connect all cluster hosts to a hub or repeater that is uplinked to a single switch port. In this case, all incoming client traffic flows from the hub or repeater to the single switch port for simultaneous delivery to all cluster hosts. If client traffic arrives at the switch from multiple upstream switch ports, you might want to add a second dedicated network adapter for each host that is connected to an individual switch port. The use of two network adapters per host on the cluster subnet helps to direct network traffic through the cluster hosts. Incoming client traffic flows through the switching hub to all hosts, while outgoing traffic flows directly to the switch ports. 

Requirements for Network Load Balancing

An application can run on a Network Load Balancing cluster under the following conditions:

(	The connection with clients must be configured to use IP. 

(	The application to be load balanced must use TCP or UDP ports.

(	Multiple identical instances of an application must be able to run simultaneously on separate servers. If multiple instances of an application share data, there has to be a way to synchronize the updates. 



Network Load Balancing is designed to work as a standard networking device driver under Windows 2000 Advanced Server. Because Network Load Balancing provides clustering support for TCP/IP�based server programs, TCP/IP must be installed in order to take advantage of Network Load Balancing functionality. The current version of Network Load Balancing operates on Fiber Distributed Data Interface (FDDI) or Ethernet-based local area networks within the cluster. It has been successfully tested on 10 megabits per second (Mbps), 100 Mbps and gigabit Ethernet networks with a wide variety of network adapters.



Network Load Balancing takes up less than 1 megabyte (MB) of storage space and, depending on network load, uses between 250 kilobytes (KB) and 4 MB of RAM when operating within the default parameters. You can modify the default parameters to allow use of up to 15 MB memory. Typical memory usage ranges between 500 KB and 1 MB.

For optimum cluster performance, plan to install a second network adapter on each Network Load Balancing host to handle network traffic addressed to the server as an individual computer on the network. In this configuration, the first network adapter for which Network Load Balancing is enabled handles the client-to-cluster network traffic addressed to the server as part of a cluster. Although a second network adapter is not required, it improves overall networking performance, for instance to access a back-end database. When Network Load Balancing is enabled in its default unicast mode, the second network adapter is required for communications between servers within a cluster, for example, to replicate files between servers.

For more information about system requirements and cluster and host parameters, see “Windows Clustering” in the Distributed Systems Guide.

Using a Router

Network Load Balancing can operate in two modes: unicast and multicast. Unicast support is enabled by default, which ensures that it operates properly with all routers. You might elect to enable multicast mode so that a second network adapter is not required for communications within the cluster. If Network Load Balancing clients access a cluster (configured for multicast mode) through a router, be sure that the router accepts an Address Resolution Protocol (ARP) reply for the cluster’s (unicast) IP addresses with a multicast media access control address in the payload of the ARP structure. ARP is a TCP/IP protocol that uses limited broadcast to the local network to resolve a logically assigned IP address.

This allows the router to map the cluster’s primary IP address and other multihomed addresses to the corresponding media access control address. If your router does not meet this requirement, you can create a static ARP entry in the router or you can use Network Load balancing in its default unicast mode. 

Some routers require a static ARP entry because they do not support the resolution of unicast IP addresses to multicast media access control addresses.



Planning for Cluster Service

The Cluster service in Windows 2000 Advanced Server provides a foundation for server clusters. When one server in a cluster fails or is taken offline, another server in the cluster takes over the operations of the failed server. Clients using server resources experience little or no interruption of their work because support for resources is moved from one server to the other.

On server clusters, the Cluster service manages all cluster-specific activity. There is one instance of the Cluster service running on every node in a cluster. Specifically, the Cluster service handles the following operations:

(	Manages cluster objects, cluster disks, and configuration. 

(	Coordinates with other instances of the Cluster service in the cluster. 

(	Performs failover operations.

(	Handles event notification. 

(	Facilitates communication among other software components. 



You know that your organization requires server clusters if:

(	Your users depend on regular access to business-critical data and applications in order to do their jobs.

(	You cannot accept service downtime (unplanned or planned) of more that 30 minutes.

(	The cost of a backup server is less than the cost of having business-critical data and applications offline during a failure. 





Note

The term “backup server” generally implies that one server is sitting idle until it is needed. That is not the primary purpose of a server cluster, although it could be configured that way.



Process for Planning Your Server Clusters

This section discusses guidelines to consider when you plan server clusters in your organization. Consider using the planning process depicted in Figure 18.7.
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Figure 18.7    Process for Planning Your Server Clusters

Choosing Applications to Run on a Server Cluster

You can deploy any application to run on any server that is in a cluster; however, not all applications fail over. Of those that can, not all need to be set up as cluster resources. This section offers guidelines for making these decisions.

The following criteria will help you determine whether an application can adapt to server clustering failover mechanisms:

(	Client and server applications must use TCP/IP (or Distributed Component Object Model, Named Pipes, or Remote Procedure Call over TCP/IP) for their network communications to run on a server cluster. An application that uses only NetBIOS Enhanced User Interface (NetBEUI) or Internetwork Packet Exchange (IPX) protocols cannot take advantage of cluster failover.



(	The application must be able to specify where the application data is stored. 

Any application that runs on a server cluster must be able to store its data in a configurable location, that is, on the disks attached to shared disk buses. Some applications that cannot store their data in a configurable location can still be configured to fail over. In such cases, however, access to the application data is lost at failover because the data is available only on the disk of the failed node. Replication of this data between the nodes in the cluster might assist in this situation.

(	Upon failure, the application can be restarted.

(	You can install the application on all nodes in the cluster.

(	Client applications that connect to the server application must retry and recover from temporary network failures. 

During failover, client applications experience a temporary loss of network connectivity. If you configure the client application to recover from temporary network connection problems, it can continue operating after a server failover.



You can divide applications that can fail over into two groups: those that use the Cluster API and those that do not.

Applications that support the Cluster API are defined as “cluster-aware.” These applications can register with the Cluster service to receive status and notification information, and they can use the Cluster API to administer clusters.

Applications that do not support the Cluster API are defined as “cluster-unaware.” If cluster-unaware applications meet the TCP/IP and remote storage criteria, you can still use them in a cluster and can often configure them to fail over. 

In either case, applications that keep significant state information in memory are not the best applications for clustering because information not stored on disk is lost at failover. The outcome is similar to your restarting a server or the server suffering a power failure.

Identifying Network Risks 

When you configure a cluster, identify the possible failures that can interrupt access to resources. Single points of failure can be hardware, software, or external dependencies, such as power supplied by a utility company and dedicated WAN lines.

In general, you provide maximum availability when you:

(	Minimize the number of single points of failure in your environment. 

(	Provide mechanisms that maintain service when a failure occurs. 





With Windows 2000 Advanced Server, you can use server clusters and new administrative procedures to provide increased availability. However, server clusters are not designed to protect all components of your workflow in all circumstances. For example, clusters are not an alternative to backing up data; they protect only the availability of data, not the data itself.

Windows 2000 Advanced Server has built-in features that protect certain computer and network processes during failure. These features include mirroring (RAID 1) and striping with parity (RAID 5). When planning your cluster, look for places where these features can help you in ways that server clusters cannot.



Note

Software RAID, offered by Logical Volume Manager in Windows 2000, cannot be used to protect disks managed by the Cluster service. Use hardware RAID to protect these disks.



To further increase the availability of network resources and prevent loss of data, consider the following:

(	Have replacement disks and controllers available at your site. Always make sure that any spare parts you keep on hand exactly match the original parts, including network and SCSI components. The cost of two spare SCSI controllers can be a small fraction of the cost of having hundreds of clients unable to use data. 

(	Provide uninterruptible power supply (UPS) protection for individual computers and for the network itself, including hubs, bridges, and routers. UPS devices use batteries to keep the computer running for a period of time after a power failure. Computers running Windows 2000 Server support UPS. UPS solutions need to provide power long enough for the operating system to do an orderly shutdown when power fails. 



Determining Failover and Failback Policies for Resource Groups

A resource group is an association of dependent or related resources. Dependent resources require other resources in order to operate successfully. Individual resources cannot fail over independently. Resources fail over together with all other resources in the same resource group.

You assign failover policies for each group of resources in a cluster. Failover policies determine exactly how a group behaves when failover occurs. You can choose which policies are most appropriate for each resource group you set up. 



Failover policies for groups include three settings:

Failover Timing 

You can set a group for immediate failover when a resource that is set to affect the group fails, or you can instruct the Cluster service to attempt to restart the failing resource a number of times before initiating a failover. If it is possible that the resource failure can be overcome by restarting all resources within the group, then set the Cluster service to restart the group.

Preferred Node

You can set a group so that it always runs on a designated node whenever that node is available. This is useful if one of the nodes is better-equipped to host the group. Note that this setting only takes effect when failover occurs resulting from a node failure. Otherwise, you have to manually set the node that is hosting the resource group.

Failback Timing

Failback is the process of moving resources, either individually or in a group, back to their preferred node after the node has failed and come back online. 

You can configure for a group to failback to its preferred node as soon as the Cluster service detects that the failed node has been restored, or you can instruct the Cluster service to wait until a specified hour of the day, such as after peak business hours.

For more information about planning resource groups, see “Planning Your Resource Groups” later in this chapter.



Choosing a Server Role

Nodes in a server cluster can be member servers or domain controllers. However, in either case, both nodes must belong to the same domain. 

If you configure your cluster nodes as domain controllers, you must first ensure that you have the hardware to support them. For more information, see “Determining Capacity Requirements for Cluster Service” later in this chapter.

If you configure all of the cluster nodes as member servers, then the availability of the cluster depends on the availability of the domain controller. The cluster is available only when the domain controller is available. Plan for sufficient domain controllers to provide the desired level of availability. For more information about increasing availability, see “Identifying Network Risks” earlier in this chapter.



You need to account for the additional overhead that is incurred by the domain controller services. In large networks running Windows 2000 Advanced Server, substantial resources can be required by domain controllers for performing directory replication and server authentication for clients. For this reason, many applications, such as SQL Server and Message Queuing, recommend that you do not install application on domain controllers for best performance. However, if you have a very small network in which account information rarely changes and in which users do not log on and off frequently, you can use domain controllers as cluster nodes.

Choosing a Server Cluster Model

Server clusters can be categorized in three configuration models in order of increasing complexity. This section describes each model and gives examples of the types of applications that are suited to each. These models range from a single node cluster to a cluster in which all servers are actively providing services. Choose the cluster model that best matches the needs of your organization.

Model 1: Single Node Server Cluster Configuration

Model 1 shows how you can use the virtual server concept with applications on a single node server cluster.

This cluster model does not make use of failover. It is merely a way to organize resources on a server for administrative convenience and for the convenience of your clients. The main advantage of this model is that both administrators and clients can readily see descriptively-named virtual servers on the network rather than having to navigate a list of actual servers to find the shares they need.

Other advantages of this model include: 

(	The Cluster service automatically restarts the various application and dependent resources after a computer has been restored following a resource failure. This is useful for applications that benefit from an automatic restart function but do not have their own mechanisms for accomplishing it. 

(	You can cluster the single node with a second node at a future time, and the resource groups are already in place. After you configure failover policies for the groups, the virtual servers are ready to operate. 



Figure 18.8 represents an example of a single node cluster that does not makes use of failover.
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Figure 18.8    Single Node Server Cluster Configuration

For example, you can use this model to locate all the file and print resources in your organization on a single computer, establishing separate groups for each department. When clients from one department need to connect to the appropriate file or print share, they can find the share as easily as they would find an actual computer.



Note

Some applications, such as SQL Server versions 6.5 and 7.0, cannot be installed on a single node cluster. 



Model 2: Dedicated Secondary Node

Model 2 provides maximum availability and performance for your resources but requires an investment in hardware that is not in use most of the time.

One node, called a “primary node,” supports all clients, while its companion node is idle. The companion node is a dedicated server that is ready to be used whenever a failover occurs on the primary node. If the primary node fails, the dedicated secondary node immediately picks up all operations and continues to service clients at a rate of performance that is close or equal to that of the primary node. This approach is often referred to as an active/passive configuration. The exact performance depends on the capacity of the secondary node. Figure 18.9 represents an example of the dedicated secondary node approach. 
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Figure 18.9    Active/Passive Configuration 

Model 2 is best suited for the most important applications and resources in your organization. For example, if your organization relies on sales over the World Wide Web, you can use this model to provide secondary nodes for all servers dedicated to supporting Web access, such as those servers running Internet Information Services (IIS). The expense of doubling your hardware in this area is justified by the ability to protect client access to your organization. If one of your Web servers fail, another server is fully-configured to take over its operations.

If your budget allows for a secondary server with identical capacity to its primary node, then you do not need to set a preferred server for any of the groups. If one node has greater capacity than the other, setting the group failover policies to prefer the larger server keeps performance as high as possible. 

If the secondary node has identical capacity to the primary node, set the policy to prevent failback for all groups. If the secondary node has less capacity than the primary node, set the policy for immediate failback or for failback at a specified off-peak hour. 

Deployment Example: Active/Passive Split Configuration

An active/passive split configuration represents one example of a dedicated secondary node. An active/passive split configuration demonstrates that nodes in a server cluster are not limited to providing applications that use clustering. Nodes that provide clustered resources can also provide applications that are not cluster-aware and that will fail if the server stops functioning.



One of the steps in planning resource groups is to identify applications that you will not configure to fail over. Those applications can reside on servers that form clusters, but they must store their data on local disks, not on disks on the shared bus. If high availability of these applications is important, you must find other methods of providing it. Figure 18.10 represents an example of an active/passive split configuration.
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Figure 18.10    Active Passive Split Configuration

The applications in the other groups also serve clients on one of the servers, but because they are not cluster-aware, you do not establish failover policies for them. For example, you might use a node to run a mail server that has not been designed to use failover, or for an accounting application that you use so infrequently that availability is not important.

When node failure occurs, the applications that you did not configure with failover policies are unavailable unless they have built-in failover mechanisms of their own. They remain unavailable until the node on which they run is restored; you must either restart them manually or set Windows 2000 Advanced Server to automatically start them when the system software starts. The applications that you configured with failover policies fail over as usual according to those policies.

Model 3: High Availability Configuration

Model 3 provides reliability and acceptable performance when only one node is online, and high availability and performance when both nodes are online. This configuration allows maximum use of your hardware resources.



In this deployment example, each node makes its own set of resources available to the network in the form of virtual servers, which can be detected and accessed by clients. In a server cluster, a virtual server is a set of resources, including a Network Name resource and an IP Address resource, that are contained by a resource group. The capacity for each node is chosen so that the resources on each node run at optimum performance, but so that any node can temporarily take on the burden of running the resources if failover occurs. Depending on resource and server capacity specifications, all client services remain available during and after failover, but performance can decrease. Figure 18.11 represents an example of the active/active configuration.
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Figure 18.11    Active/Active Configuration

For example, you can use this configuration for a cluster dedicated to file-sharing and print-spooling services. Multiple file and print shares are established as separate groups, one on each node. If one node fails, the other nodes temporarily take on the file-sharing and print-spooling services for all nodes. The failover policy for the group that is temporarily relocated is set to prefer its original node. When the failed node is restored, the relocated group returns to the control of its preferred node, and operations resume at normal performance. Services are available to clients throughout the process with only minor interruption.

The following deployment examples represent a few types of high-availability configurations



Deployment Example 1: Clustering a Single Application Type

This example demonstrates how you can solve two challenges that typically occur in a large computing environment. The first challenge occurs when a single server is running multiple large applications, causing a degradation in network performance. To solve the problem, you cluster one or more servers with the first server, and the applications are split across the servers. 

The second challenge involves related applications running on separate servers. The problem of availability arises when servers are not connected. By placing them in a cluster, the client is ensured greater availability of both applications.

Suppose your corporate intranet relies on a server that runs two large database applications. Both of these databases are critical to hundreds of users who repeatedly connect to this server throughout the day. The challenge is that during peak connect times, the server cannot keep up with demand and performance often declines. 

You can alleviate the problem by attaching a second server to the overloaded server, forming a cluster, and balancing the load. You now have multiple servers, each running one of the database applications. If one server fails, you might experience degraded performance, but only temporarily. When the failed server is restored, the application it was running fails back and operations resume. Figure 18.12 represents the solution.
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Figure 18.12    Attach Another Server to Your Overloaded Server to Form a Cluster



Deployment Example 2: Clustering Multiple Applications

Suppose your retail business relies on two separate servers, one that provides messaging services and another that provides a database application for inventory and ordering information.

Both of these services are essential to your business. Employees rely on messaging services to conduct business on a daily basis. Without access to the database application, customers cannot place orders, and employees cannot access inventory or shipping information. Figure 18.13 shows a typical configuration when mission-critical applications and services rely on separate servers, thus putting the applications and services at risk.
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Figure 18.13    Relying on Separate Servers for Mission-Critical Applications and Services

To ensure the availability of all services, you join the computers into a cluster. 

You create a cluster that contains two groups, one on each node. One group contains all of the resources needed to run the messaging applications, and the other group contains all of the resources for the database application, including the database. Figure 18.14 represents a solution that ensures the availability of applications in this case.
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Figure 18.14    Clustering Multiple Applications

In the failover policies of each group, specify that both groups can run on either node, thereby assuring their availability if one node fails.

In Windows 2000 Advanced Server, the Cluster service detects loss of connectivity between the servers and client systems. If the Cluster service software can isolate the problem to a specific server, the Cluster service declares a failure of the network and fail dependent groups over to the other server (by means of the functioning networks).

Deployment Example 3: Complex Hybrid Configuration

The complex hybrid configuration is a hybrid of the other models. The hybrid configuration allows you to incorporate the advantages of previous models and combine them into one cluster. As long as you have provided sufficient capacity, many types of failover scenarios can coexist on all the nodes. All failover activity occurs as normal, according to the policies you set up. Figure 18.15 represents an example of multiple database shares, allowing somewhat reduced performance when the shares are on a single node.
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Figure 18.15    The Complex Hybrid Configuration

For administrative convenience, the file-and-print shares in the cluster (which do not require failover ability) are grouped logically by department and configured as virtual servers. Finally, an application that cannot fail over resides on one of the clusters and operates as normal (without any failover protection).

Planning for Cluster Service 

After you assess your clustering needs, you are ready to determine how many servers you need and with what specifications, such as how much memory and hard disk storage.

Planning Your Resource Groups

Because all resources in a group move between nodes as a unit, dependent resources never span a single group boundary (resources cannot be dependent on resources in other groups).

Figure 18.16 shows how dependent resources are joined to form a group. The node on the right contains the Web Server group, which is made up of four resources on which IIS depends: a Network Name, an IP Address, an IIS Virtual Service, and Disk E.
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Figure 18.16    A Group of Dependent Resources

Typical clusters include one group for each independent application or service that runs on the cluster. Typical cluster groups contain the following types of resources:

(	IP Address

(	Network Name

(	Physical Disk

(	A generic or custom application or service



There are six steps you can take to organize your applications and other resources into groups: 

	1.	List all your server-based applications.

Most groups contain one or more applications. Make a list of all applications in your environment, regardless of whether you plan to use them with the Cluster service. Determine your total capacity requirements by adding the total number of groups (virtual servers) you plan to run in your environment together with the total amount of software you plan to run independently of groups.



	2.	Determine which of your applications can use failover. 

Also list applications that will reside on cluster nodes but which will not use the failover feature, because it is inconvenient, unnecessary, or impossible to configure the applications for failover. Although you do not set failover policies for these applications or arrange them in groups, they still use a portion of the server capacity.

Before clustering an application, review the application license, or check with the application vendor. Each application vendor sets its own licensing policies for applications running on clusters.

	3.	List all nonapplication resources.

Determine which hardware, connections, and operating system software a server cluster can protect in your network environment. 

For example, the Cluster service can fail over print spoolers to protect client access to printing services. Another example is a file server resource, which you can set to fail over so that you maintain client access to files. In both cases, capacity is affected, such as the RAM required to service the clients when failover occurs.

	4.	List all dependencies for each resource.

Cluster service maintains a hierarchy of resource dependencies to guarantee that all resources on which a particular application depends are brought online before the application. It also guarantees that the application and all the resources it depends on will either restart or fail over to another node if one of these resources fails.

Create a list of dependencies to help you determine how your resources and resource groups depend on each other and the optimal distribution of resources among all groups. Include all resources that support the core resources. For example, if a Web server application fails over, the Web addresses and disks on the shared buses containing the files for that application must also fail over if the Web server is to function. All these resources must be in the same group. This ensures that the Cluster service keeps interdependent resources together at all times. 



Note

When grouping resources, remember that a resource and its dependencies must be together in a single group because a resource cannot span groups.



Remember that a resource group is a basic unit of failover. Individual resources cannot fail over independently. Resources fail over together with all other resources in the same resource group.



Because most applications store application data on disk, it is recommended that you create a resource group for each disk. Place one application, together with all the other resources on which it depends, in the group containing the disk on which it stores its data. Place another application in another group, along with its disk. This configuration allows applications to fail over or be moved independently without affecting other applications.

	5.	Make preliminary grouping decisions.

Another reason to assign applications to a single group is for administrative convenience. For example, you might put several applications into one group because viewing those particular applications as a single entity makes it easier to administer the network.

A common use of this technique is to combine file-sharing resources and print-spooling resources in a single group. If you combine these resources, all dependencies for those applications must also be in the same group. You can give this group a unique name for the part of your organization it serves, such as AccountingFile&Print. Whenever you need to intervene with the file-sharing and print-sharing activities for that department, you would look for this group in Cluster Administrator.

Another common practice is to put applications that depend on a particular resource into a single group. For example, suppose that a Web server application provides access to Web pages and that those Web pages provide result sets that clients access by querying an SQL database application. (Querying occurs through the use of Hypertext Markup Language [HTML] forms.) By putting the Web server and the SQL database in the same group, the data for both core applications can reside on a specific disk volume. Because both applications exist within the same group, you can also create an IP address and network name specifically for this resource group.

	6.	Make final grouping assignments.

After you group your resources together, assign a different name to each group, and create a dependency tree. A dependency tree is useful for visualizing the dependency relationships between resources.

To create a dependency tree, write down all the resources in a particular group. Then draw arrows from each resource to each resource on which the resource directly depends.

For example, a direct dependency between resource A and resource B means that there are no intermediary resources between the two resources. An indirect dependency occurs when a transitive relationship exists between resources. If resource A depends on resource B and resource B depends on resource C, there is an indirect dependency between resource A and resource C. However, resource A is not directly dependent on resource C. 



In the Web Server group of Figure 18.16, both the Network Name resource and the IIS Virtual Server Instance resource depend on the IP Address resource. However, there is no dependency between the Network Name resource and the IIS Virtual Server Instance resource. 

Figure 18.17 illustrates a simple dependency tree that shows some resources in a final grouping assignment.
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	Figure 18.17    A Simple Dependency Tree

In Figure 18.17, the File Share resource depends on the Network Name resource, which, in turn, depends on the IP Address resource. However, the File Share resource does not directly depend on the IP Address resource. 



Note

Physical disks do not depend on any other resource and they can fail over independently.



Determining Capacity Requirements for Cluster Service

You are ready to determine your hardware capacity requirements for each server in the cluster after you have done the following:

(	Chosen a cluster model.

(	Determined how you will group your resources.

(	Determined failover policies required by each resource. 



The paragraphs that follow suggest criteria to help you determine hardware requirements for the computers that you use as cluster nodes. 

BEGIN   BREAK

�

END   BREAK

Hard Disk Storage Requirements 

Each node in a cluster must have enough hard disk capacity to store permanent copies of all applications and other resources required to run all groups. Calculate this for each node as if all of these resources in the cluster were running on that node, even if some or all of those groups run on the other node most of the time. Plan these disk-space allowances so that any other node can efficiently run all resources during failover.



Note

Cluster service does not support dynamic disks and the new features offered by the Logical Volume Manager. Particularly, the NTFS file system partitions on a disk managed by a cluster service cannot be extended. You need to plan the disk capacity and provide enough room for growth.



CPU Requirements

Failover can strain the CPU processing capacity of a node when it takes control of the resources from a failed node. Without proper planning, the CPU of a surviving node can be pushed beyond its practical capacity during failover, slowing response time for users. Plan your CPU capacity on each node so that it can accommodate new resources without unreasonably affecting responsiveness.

RAM Requirements

When planning your capacity, make sure that each node in your cluster has enough RAM to run all applications that might run on any other node. Also, make sure you set your Windows 2000 Advanced Server paging files appropriately for the amount of RAM you define for each node.

Limitations of Server Clusters

Some important limitations of Windows 2000 Server clusters are as follows.

(	Removable Storage 

(	Do not install removable storage devices on a SCSI shared bus used by the cluster.

(	Do not configure removable storage devices, such as tape changers, as cluster resources.

(	Disk configuration 

(	You must use the NTFS file system to format disks on the cluster storage and you must configure them as basic disks. However, NTFS does not support the use of dynamic disks for cluster storage.

(	You cannot use the Encrypting File System, Remote Storage, mounted volumes, or reparse points on the cluster storage.



(	You cannot enable write caching on an internal RAID controller because the data in the cache will be lost during failover. An example of an internal controller is a Peripheral Component Interconnect (PCI) card inside the node. Depending on the RAID controller, you could enable write caching on an external RAID controller. An external RAID controller is usually inside the disk cabinet and the data in the cache will fail over.

(	You can use software RAID on local drives only (that is, drives not managed by the Cluster service). You can use only hardware RAID to protect the data on your cluster disk.

(	Network configuration 

(	The Cluster service supports only TCP/IP.

(	All network interfaces used on all nodes in a server cluster must be on the same network. All cluster nodes must have at least one subnet in common.

(	Terminal Services 

You can use Terminal Services for remote administration on a server cluster node. You cannot use Terminal Services for an application server on a server cluster node.



Important

You cannot currently use Network Load Balancing and Cluster service on the same server.





Tools to Automate the Deployment of Cluster Service

There are tools to automate the deployment of Cluster service in your enterprise. These tools are available on the Windows 2000 product compact disc (CD).Table 18.2 describes these tools.

Table 18.�SEQ table�2�    Tools to Automate the Deployment of Cluster Service

��Tools�Description����Sysprep�A tool that enables disk duplication. You can install the Windows 2000 Advanced Server operating system and applications on a single computer, and then duplicate that installation on as many systems as you like.  ��Cluscfg.exe�This tool is included in the base operating system. Any time you install Cluster service on a system, you need to run it to configure the cluster.��Setup Manager�A wizard-based tool that helps you create unattended scripts and a network distribution share required for regular unattended and Sysprep deployments.��



The following examples illustrate how you can use these tools.

If you have completely different hardware configurations on the systems you want to deploy the Cluster service on, you can use an unattended Setup to set up these systems. This involves creating an Unattend.txt file and a network distribution share (optional) that will be used to automate the running of Setup, including configuring the Windows 2000 Cluster service.

If you have similar hardware configurations, you can use Sysprep to create an image and speed the setup and deployment process. To use Sysprep to deploy Windows 2000 Cluster service, you must first install the Cluster service (by selecting it in the Windows Components Wizard). When the image has been deployed on the systems, you can run the Cluscfg.exe file. You can automate the running of Cluscfg.exe by placing Cluscfg.exe in the [GuiRunOnce] section of the Sysprep answer file. That way, Cluscfg.exe runs on each system after Sysprep has finished running. You can automate Cluscfg.exe by using an answer file.

For more information about these tools, see “Windows Clustering” in the Distributed Systems Guide.

Optimizing Your Clusters

Windows 2000 Advanced Server uses an adaptable architecture and is largely self-tuning when it comes to performance. Additionally, Advanced Server is able to allocate resources dynamically as needed to meet changing usage requirements. 

The goal in tuning a server and the applications it load balances is to determine which hardware resource will experience the greatest demand, and then adjust the configuration to handle that demand and maximize total throughput. 

For example, if the primary role of a cluster is to provide high availability of file and print services, high disk use will be incurred due to the large number of files being accessed. File and print services also cause a heavy load on network adapters because of the large amount of data that is being transferred. It is important to make sure that your network adapter and cluster subnet can handle the load. In this example, RAM typically does not carry a heavy load, although memory usage can be heavy if a large amount of RAM is allocated to the file system cache. Processor utilization is also typically low in this environment. In such cases, memory and processor utilization usually do not need the optimizing that other components need. Memory can often be used effectively to reduce the disk utilization, especially for disk read operations.



In contrast, a server-application environment (such as Microsoft Exchange) is much more processor-intensive and RAM-intensive than a typical file or print server environment because much more processing is taking place at the server. In these cases, it is best to use high-end multiprocessor servers. The disk and network loads tend to be less utilized, because the amount of data being sent is smaller. Microsoft load balancing solutions use little of the system resources either for host-to-host communications or for the operation of the cluster itself.

Planning for Fault-Tolerant Disks

Disk failure can result in the irrecoverable loss of essential data, and will cause the load balancing service to stop functioning, along with the server and all of its other applications. For this reason, consider using special methods to protect your disks from failure. 

Many resource groups include disk resources on shared buses. In some cases, these are simple physical disks, but in other cases they are complex disk subsystems containing multiple disks. Almost all resource groups depend on the disks on the shared buses. An unrecoverable failure of a disk resource results in certain failure of the group that contains that resource. For these reasons, you might decide to use specific methods to protect your disks and disk subsystems from failures. 

One common solution is to use a hardware-based RAID solution. RAID support ensures high availability of the data contained on the disk sets in your clusters. Some of these hardware-based solutions are considered fault-tolerant, which means that you do not lose data if a member of the disk set fails.

Hardware RAID

The Microsoft Windows 2000 HCL contains many different hardware RAID configurations for clusters. Many hardware RAID solutions provide power-redundancy, bus-redundancy, and cable-redundancy within a single cabinet and can track the state of each component in the hardware RAID firmware. The significance of these capabilities is that they provide data availability with multiple redundancies to protect against multiple points of failure. Hardware RAID solutions can also use an onboard processor and cache. 

Windows 2000 Advanced Server can use these disks as standard disk resources.

Though more costly than software RAID (included as a feature with Windows 2000 Advanced Server), hardware RAID is generally considered the superior solution. 



Error Recovery

Computers running any one of the Windows 2000 Advanced Server load balancing services are subject to the same risk of failure as other computers. Computers can fail for a variety of reasons, and it is always advisable to put safeguards in place against these potential points of failure whenever possible. These safeguards include software and hardware RAID, uninterruptable power supplies, and transaction logging and recovery, which is a feature of the NTFS file system. To make use of this feature, be sure to load the load balancing service on a partition formatted with NTFS.

With transaction logging and recovery, NTFS ensures that the volume structure will not be corrupted, so all files remain accessible after a system failure. NTFS also uses the recovery technique called “cluster remapping.” When Windows 2000 Advanced Server returns a bad-sector error to NTFS, NTFS dynamically replaces the disk cluster that contains the bad sector and allocates a new disk cluster for the data. If the error occurs during a read, NTFS returns a read error to the calling program, and the data is lost (unless it is protected by RAID fault tolerance). When the error occurs during a write, NTFS writes the data to the new disk cluster, and no data is lost. NTFS puts the address of the disk cluster that contains the corrupt section into its Bad Sector file so that it does not reuse the corrupt section. 

Even with transaction logging and recovery and disk cluster remapping, you can lose user data due to hardware failure if you do not use a fault-tolerant-disk solution. 

Testing Server Capacity 

It is extremely important to test server capacity to avoid server failure when making applications and services highly available in your organization. 

The following list identifies some of the hardware components you need to test:

(	Individual computer components such as hard disks and controllers, processors, and RAM.

(	External components such as routers, bridges, switches, cabling, and connectors.



The following are some of the stress tests you need to set up:

(	Heavy network loads.

(	Heavy disk I/O to the same disk.

(	Heavy use of file, print, and applications servers.

(	Large numbers of simultaneous logons.





The Windows DNA Performance Kit enables you to test and tune the performance of your applications. The kit allows you to tune applications in Windows NT 4.0 Microsoft Transaction Server (MTS), COM+, IIS, and SQL Server to increase component load balance performance. 

The Kit contains performance information about COM+ and IIS as well as tools to simulate the effect of many users accessing your IIS or COM+ application. Simulating many users is an important step in understanding the hardware requirements for your application.

X 

Note

The Windows DNA Performance Kit is intended for use with Windows 2000 Advanced Server or Windows NT Server 4.0 with the Windows NT Option Pack.



For more information about the Windows DNA Performance Kit or about how to download the kit, see the Windows DNA Performance Kit link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.

For more information about creating test plans, see “Building a Windows 2000 Test Lab” in this book. 

Planning a Cluster Backup and Recovery Strategy

A complete cluster backup includes:

(	Documentation of the cluster configuration, including which resource registry keys map to which resources. This is recommended because each resource registry key is identified only by the globally unique identifier (GUID) for the resource. 

(	Catalog of the backup.

(	Backup to a safe location 

(	Creation of an emergency repair disk for each node, for restoring Windows 2000 Advanced Server on the node, if necessary. 

An emergency repair disk is a disk that is created using Backup that contains information about your current Windows system settings. This disk can be used to repair your computer if it does not start or if your system files are damaged or erased.

For more information about creating an emergency repair disk, see Windows 2000 Advanced Server Help.





Backup recommendations assume the following:

(	You have developed and documented the restore procedures.

(	You have replaced any physically-destroyed clusters with functionally-identical hardware (HCL-certified), with all clustered disks having either the same or greater capacity.



A sound backup plan addresses the following issues:

(	Synchronizing backups 

(	Creating backup storage space

(	Storing backup media

(	Maintaining a backup catalog



For more information about backup and restore routines and tools for clustering, see “Windows Clustering” in the Distributed Systems Guide. 

Windows 2000 Cluster Planning Task List

The Windows 2000 Cluster Planning Task List in Table 18.3 is a reference list of important task information in this chapter that you can use to help you create an Application and Service Availability strategy for your organization.

Table 18.3    Windows 2000 Cluster Planning Task List

��Task�Location in Chapter����Assemble the Clustering Planning team.�Determining Availability Strategies��Identify specific high-availability needs for applications and services.�Determining Availability Strategies��Determine your clustering requirements.�Determining Availability Strategies��Determine which applications to use with Network Load Balancing.�Planning for Network Load Balancing ��Use Network Load Balancing to deploy Terminal Server clusters.�Planning for Network Load Balancing��Configure Network Load Balancing Clusters for Servers running IIS/ASP and COM+ Applications.�Planning for Network Load Balancing��Identify network risks.�Planning for Network Load Balancing ��Perform capacity planning for Network Load Balancing.�Planning for Network Load Balancing ��Determine server capacity requirements.�Planning for Network Load Balancing���(continued)��BEGIN   BREAK

�

END   BREAK

Table 18.3    Windows 2000 Cluster Planning Task List  (continued)

��Task�Location in Chapter����Optimize Network Load Balancing clusters.�Planning for Network Load Balancing ��Choose applications to run on a server cluster.�Planning for Cluster Service ��Identify network risks.�Planning for Cluster Service ��Determine failover and failback policies for resource groups.�Planning for Cluster Service ��Choose a server role.�Planning for Cluster Service ��Choose a cluster model.�Planning for Cluster Service ��Perform capacity planning for Cluster service.�Planning for Cluster Service ��Choose tools to help you automate the deployment of Cluster service.�Planning for Cluster Service ��Optimize your clusters.�Optimizing Your Clusters��Plan for fault-tolerant disks.�Planning for Fault-Tolerant Disks��Test server capacity.�Testing Server Capacity��Plan a backup and recovery strategy.�Planning a Cluster Backup and Recovery Strategy��

Additional Resources

(	For more information about Windows Clustering, see Windows 2000 Advanced Server Help.

(	For more information about the Windows Clustering API, see the Microsoft Platform SDK link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.

(	For more information about the WinDNA Performance Kit, see the WinDNA Performance Kit link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.

(	For more information about the various hardware RAID configurations, see the:

(	Microsoft Windows Hardware Compatibility List link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.

(	Microsoft TechNet link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.
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