Appendix A - IBM SNA Interoperability Concepts
The Microsoft solution for integration with IBM host systems is Microsoft® SNA Server. To effectively use SNA Server, you need to understand the IBM mainframe and AS/400 host networking environments. IBM Systems Network Architecture (SNA) and Advanced Peer-to-Peer Networking (APPN) define the protocols used in traditional IBM host networks. SNA Server embraces these IBM networking protocols and additional technologies and standards that allow interoperability between Microsoft® Windows® 2000–based networks and IBM host data, applications, and network management systems.
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
For more information about SNA Server and interoperability with IBM host systems, see “Interoperability with IBM Host Systems” in this book.
IBM Host Integration
Many large organizations run their line-of-business applications on specialized IBM mainframe, midrange, and AS/400 computer systems. Consequently, Systems Network Architecture (SNA), the native networking architecture of IBM host systems, continues to be one of the most widely used networking protocols today.
To leverage the value of information that resides in IBM host systems, information technology architects must find ways to seamlessly integrate their Windows 2000–based networks and intranets with SNA-based host systems and the associated data, applications, and network services.
Microsoft SNA Server
SNA Server is a Microsoft® BackOffice® application that runs on the Microsoft® Windows® 2000 Server operating system. SNA Server provides you with a comprehensive solution to integrate Windows 2000–based networks and intranets with IBM SNA or TCP/IP-based mainframe, midrange, and AS/400 host systems.
Clients connect to SNA Server through standard networking protocols such as TCP/IP, IPX/SPX, NetBEUI, Banyan VINES IP, AppleTalk, and Windows 2000 Routing and Remote Access service. If the IBM host system runs SNA networking protocols, SNA Server completes the network connection to the host system using standard IBM SNA protocols, as shown in Figure A.1.
When network connectivity is established, clients can use SNA Server’s advanced host integration features to gain access to IBM host data, applications, and network services. Using SNA Server, Information Technology departments can build applications that allow users to maximize the value of IBM host data and applications without leaving their familiar desktop or Web browser interface.
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Figure A.1   SNA Server Provides Seamless Access to IBM SNA Host Systems
SNA Server provides the full range of host integration services.
Network Integration   Cross-platform network connectivity and protocols, directory utilization, security integration, and single sign-in.
Host Data Integration   Transparent file transfer services, Universal Data Access technologies such as OLE DB-based and Open Database Connectivity (ODBC)–based solutions, and host data replication for access to IBM DB2, DB2/400, VSAM, AS/400 flat files, and ORACLE database files.
Application Integration   Terminal access, integration with IBM transaction services, and integration between IBM MQSeries and Microsoft Message Queue Services asynchronous messaging environments.
Network Management Integration   Integration between Windows 2000 network management services and IBM NetView–based management services.
To understand how you can use SNA Server to integrate Windows 2000–based networks with IBM mainframe and midrange system networks, first you need to understand the basic components of IBM SNA.
The remainder of this appendix provides essential background information. If you are already familiar with IBM SNA and IBM mainframe and midrange systems, you can bypass this material and proceed to “Interoperability with IBM Host Systems” in this book.
IBM Systems Network Architecture
SNA is a computer networking architecture developed by IBM to provide a network structure for IBM mainframe, midrange, and personal computer systems. SNA defines a set of proprietary communication protocols and message formats for the exchange and management of data on IBM host networks.
SNA defines methods that accomplish the following:

Terminal access to mainframe and midrange computer applications.

File transfer of data between computer systems.

Printing of mainframe and midrange data on SNA printers.

Program-to-program communications that allow applications to exchange data over the network.
SNA can be implemented in the following two network models:
Hierarchical   The hierarchical SNA networking model, also called subarea networking, provides geographically disparate terminal users access to centralized mainframe processing systems. In the hierarchical networking model, centralized host-based communication systems must provide the networking services for all users on the network.
Peer-to-Peer   The more recently developed Advanced Peer-to-Peer Networking (APPN) model makes use of modern local area network (LAN) and wide area network (WAN) resources and client/server computing. APPN networking enables a form of distributed processing by allowing any computer on the network to use SNA protocols to gain access to resources on any other computer on the network. Computers on an APPN network do not have to depend on mainframe-based communication services.
Because of the large installed base of legacy applications that run on IBM mainframe and midrange systems, both of these SNA networking models continue to be widely used in enterprise networks.
Note   SNA is gradually evolving into a more of a peer-to-peer networking structure. As part of that evolution, APPN networking is often combined with hierarchical SNA networking. APPN is described in “Advanced Peer-to-Peer Networking” later in this appendix.
Hierarchical SNA Networks
In the SNA hierarchical model, also called subarea networking, communication begins with the mainframe at the top of the hierarchy and proceeds down the hierarchy to the end user.
Note   In SNA terminology, an end user represents either a person or an application program.
SNA defines several classes of components to support communications between the mainframe, or host system, and the end user.
Hardware Components or Nodes   Hardware that provides the computing platforms and network devices that implement specific SNA communications and management functions.
Connection Types   Hardware and communication standards that provide the data communication paths between components in an SNA network.
Physical Units (PUs)   A combination of hardware and software that provide the configuration support and control of the SNA network devices, connections, and protocols.
Logical Units (LUs)   Protocols that provide a standardized format for delivery of data for specific applications, such as terminal access and printing.
These components provide the basis for IBM SNA. Thus, integrating Windows 2000–based networks and intranets with IBM host systems begins with an understanding of these SNA components. The following sections describe each of these components and how they interact in a hierarchical SNA environment.
Hardware Components on Hierarchical Networks
The construction of a hierarchical SNA network begins with its hardware components. Each hardware component is distinguished by a node type, which corresponds to a position in the SNA hierarchy and identifies its relationships to other hardware components on the network. Table A.1 defines SNA hardware components. Figure A.2 illustrates the hierarchical relationships between these components.
Table A.1   Hardware Components on a Hierarchical SNA Network
Hardware Component
Node
Function
Mainframe
Type 5 host node
Core component of a hierarchical network. Runs the centralized processing applications that are made available to users on the SNA network.
Front-end processor (FEP)
Type 4 node 
Generally dedicated to the control of communication from the network to the mainframe. Offloads many network communication processes that would otherwise consume valuable mainframe processing resources. Also called a communications controller.
Cluster controller
Type 2 node
Controls a group, or cluster, of end-user terminals and printers. Often located at remote sites, connecting to the FEP over WAN links.
End-user components
Peripheral nodes
Terminals and printers attached to the cluster controller that are used to access, display, and print mainframe application data.
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Figure A.2   Hierarchy of SNA Hardware Components
Note   Some modern mainframe host systems can also support peer-to-peer networking functions. In such environments, type 2.1 (peer-oriented) end-user nodes can also be used.
Connection Types in Hierarchical Networks
Connections provide the lower-level data path between hardware components on an SNA network. These connections include paths from the mainframe to the FEP and from the FEP to the cluster controller.
Connections from the Mainframe to the FEP
FEPs can be connected to mainframes with either an IBM Channel connection or an Open Systems Adapter.
An IBM Channel connects components to a mainframe using a proprietary, high-speed communication link. The channel connection includes a microprocessor within the mainframe that is dedicated to a single purpose, such as directing input/output (I/O) from a mainframe hard disk drive or managing an FEP communications line. Fast and efficient communications through dedicated channel microprocessors represent the native method of connecting to IBM mainframes. Table A.2 describes two common types of IBM Channel connections.
Table A.2   IBM Channel Connections
Cable Type
Composition
Transmission Rate
Bus & Tag 
Two heavy-gauge multiple lead copper cables with large multiple-pin connectors at each end.
3.0 or 4.5 megabytes per second.
Enterprise System Connectivity (ESCON)
Fiber-optic cable.
Up to 17 megabytes per second.
An Open System Adapter, placed in the host, provides a direct network connection to Token Ring, Ethernet, and Fiber Distributed Data Interface (FDDI) networks.
Connections from the Front-End Processor to the Cluster Controller
Several connection types, also known as links, are available for connecting an FEP to a cluster controller or other components operating lower in the SNA hierarchy. Each connection type uses a different method to gain access to an FEP. Three of the most common links are:
Synchronous Data Link Control (SDLC)   Enables a cluster controller to communicate with an FEP over standard (switched) telephone lines or leased (dedicated) telecommunication lines. SDLC has been available for many years and is widely used in the SNA networking environment.
802.2 Data Link Control (DLC)   Enables a cluster controller to communicate with an FEP over standard networking topologies, such as Token Ring, Ethernet, or FDDI. Although DLC has not been available as long as SDLC, its efficiency and flexibility are making it very popular for new installations.
X.25/QLLC   Enables a cluster controller to communicate with an FEP over standard packet-switching networks. X.25/QLLC is an International Telecommunications Union (ITU) standard for global packet-switching network communications that uses the qualified logical link control (QLLC) protocol, also known as X.25. An X.25 connection is slower than an 802.2-type connection but is comparable to an SDLC connection.
For more information about connection types, see “Interoperability with IBM Host Systems” in this book.
Physical Units in Hierarchical Networks
The creation of an SNA network requires the installation of specific networking software on SNA hardware components. Network software programs are available for each of the three primary hardware components: mainframes, FEPs, and cluster controllers. The combination of software and hardware installed in a device on an SNA network is referred to as a physical unit (PU), as shown in Figure A.3.
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Figure A.3   A PU Is a Combination of Software and Hardware
In the preceding figure, note that the PU is the component that represents the hardware device (node) to the SNA network. Each PU type is identified by a number, with the highest number representing the top of the SNA hierarchy.
Note   The concept of a physical unit (PU) can be confusing. Please keep in mind that a PU is not an actual hardware device; it is a combination of software and hardware that represents a device to the SNA network.
Table A.3 identifies the PU types, the hardware component with which each PU type is associated, and typical IBM model numbers for each PU type.
Table A.3   PU Types
PU Type
Hardware Component
Model Number
PU 5
Mainframe (type 5 host node)
Type S/370, S/390
PU 4
FEP (type 4 node or communications controller)
IBM 3745, 3720
PU 2
Cluster controller (type 2 node)
IBM 3174, 3274
Note   PU type 3 has not been implemented. An additional PU type, PU 2.1 is identified in the section that describes peer-to-peer SNA networks, later in this appendix.
The following sections outline the software options for each hardware component, or node, and the resulting PU.
Mainframe Software
Virtual Telecommunications Access Method (VTAM) is the IBM mainframe program that controls communications between mainframe applications and the terminals and computers that connect to the mainframe.
VTAM contains the system services control point (SSCP), which is the networking focal point for a hierarchical network. The SSCP activates, controls, and deactivates network resources, such as FEPs, cluster controllers, terminals, and printers. The SSCP also monitors and logs the status of SNA components.
With the activation of VTAM and the SSCP, the mainframe becomes a PU 5.
Traditionally, VTAM and the SSCP communicate directly with the next lower level in the hierarchy, a PU 4 FEP. In an increasing number of cases however, the PU 5 communicates directly with a PU 2 that is either channel-attached or connected with an Open System Adapter.
FEP Software
The front-end processor (FEP), also called a communications controller or PU 4, runs a communications management program called Advanced Communication Function/Network Control Program (ACF/NCP). The FEP uses this software to manage the routing and communications on a hierarchical SNA network, offloading these tasks from the mainframe system. ACF/NCP is configured on the mainframe and then downloaded to the FEP. The FEP, as a PU 4, supports bi-directional communications with the next lower level in the hierarchy.
Cluster Controller Software
The cluster controller, or PU 2, contains administration software called the Configuration Support program, which controls the connections from the cluster controller to terminals and printers.
Note   A computer running SNA Server can be used in place of a traditional SNA cluster controller.
Logical Units in Hierarchical Networks
In an SNA network, type 5 and type 2 PUs transmit and control SNA networking protocols, called logical units (LUs).
An LU is the end user’s entry point into the SNA network. In SNA terminology, the end user can be a person or an application. For example, when an end user enters information into an SNA terminal, the data is passed to an LU for routing over the network to a host node. When the data reaches the host node, another end user passes it to an LU within the host for processing. In this example, the end user at the terminal is an actual person but the end user at the host node is the host application program.
In hierarchical networks, all LUs depend on the mainframe SSCP to establish and manage communications with other LUs, and are therefore referred to as dependent logical units.
As with PU types, each type of LU is identified by a number. Table A.4 identifies the LU types used in hierarchical networks, the hardware component with which each is associated, and the function of each in an SNA network.
Table A.4   LU Types Used in Hierarchical Networks
LU Type
Component
Function
LU 0
Nonstandard, user-defined component interface.
Enables the development of specialized applications. LU 0 is a general purpose LU.
LU 1
IBM 3287–type printers.
Handles transmission of printer data to system and network printers. LU 1 uses SNA character string format (SCS).
LU 2
IBM 3278 (3270) monochrome terminals; 3279/3179 color terminals; graphics terminals.
Defines how terminal data streams are formatted and transmitted.
LU 3
IBM 3270–type printers.
Uses SNA 3270 data stream format to control the transmission of data to system and network printers. LU 3 is the most often used printing LU type.
Note   Peer-oriented LU types, including LU 6.2, are described in “Advanced Peer-to-Peer Networking” later in this appendix.
SNA Functional Layers
The functionality of each SNA layer operating in the context of a hierarchical network model is summarized in Table A.5. The transaction services layer and the physical layer are both outside of the original scope of SNA specifications but are included here to show the full range of IBM host networking.
Table A.5   Functional Layers in Hierarchical SNA Networks
SNA Functional Layers
Description
Transaction Services 
A conceptual layer to represent host applications that establish and terminate SNA user-to-user sessions. 
Functional Management
Formats data streams and converts character codes for presentation (for example, 3270 data streams). Also controls active sessions. 
Data Flow Control
Provides protocols for managing data integrity in sessions, synchronizing data exchange, and packaging data units.
Transmission Control
Uses VTAM and NCP to manage active end-to-end sessions. Controls data sequencing and pacing. Optionally supports data encryption and decryption. 
Path Control
Routes data between hierarchical SNA nodes using VTAM and NCP.
Data Link Control
Manages data transmissions between nodes and performs error detection and recovery. Manages transmissions over standard WAN (including SDLC), LAN (Token Ring, Ethernet, FDDI, Asynchronous Transfer Mode (ATM)) and channel interfaces. 
Physical Control
Transmits bits over industry standard physical/electrical circuits. SNA generally relies on industry standard LAN and WAN specifications at this layer, although specifications for channel attachments are unique to SNA. 
Note   APPN uses different methods to accomplish networking functions at some layers.
Because many networking professionals are familiar with the Open Systems Interconnection Reference Model (OSI model), it is sometimes helpful to describe the SNA functional layers within the context of the OSI model.
SNA functional layers define protocols and services that are similar in scope to layers in the OSI model. In fact, the OSI model was developed in response to SNA and was influenced by SNA functions. Originally, SNA did not include specifications for layers that correspond to the physical and applications services layers in the OSI model. However, recent descriptions of SNA include all seven layers, including the physical and transaction services layers (equivalent to the application layer in the OSI model). The transaction services layer plays an important role in IBM host system networking because transaction-based applications often initiate SNA networking sessions.
While the scope of the networking layers described by the SNA and OSI models are similar, the methods SNA uses to perform networking functions within each hierarchical networking layer are quite different from methods described by the OSI model, as is made apparent in Figure A.4.
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Figure A.4   SNA Functional Layers Mapped to the OSI Model
Path Control
The three lower SNA functional layers comprise the SNA path control network components, also called the SNA transport network. These layers control the routing and flow of messages through the network and provide the interfaces to physical media that carry transmissions between network devices.
Network Addressable Units
The four upper SNA functional layers provide end-to-end communication protocols between network addressable units (NAUs). NAUs include the following SNA components:

Physical units

Logical units

Control points (such as SSCP in VTAM)
SNA nodes might each contain several NAUs to manage specific networking functions. Each NAU has a unique address so data can be routed to the NAU during an SNA session.
SNA Sessions
SNA communications are based on the establishment and termination of logical sessions between NAUs. Logical sessions are communication paths that support the operation of network devices and the flow of traffic through the network.
In SNA networks, routing information is dynamically determined when a session is established and only remains fixed until the session is terminated. During sessions, all SNA packets follow the same logical path from the source NAU to the destination NAU.
SNA packet transmissions are also time sensitive. If communication in an SNA session is interrupted, even for a short time, SNA terminates the session. As such, networks that tunnel SNA protocols across standard wide area network (WAN) connections must use routers that support Data Link Switching (DLSw), Frame Relay Assembler/Disassemblers (FRADs) that support frame relay (RFC 1490), or specialized Asynchronous Transfer Mode (ATM) switches.
Table A.6 summarizes the types of sessions that are used in hierarchical SNA networks.
Table A.6   Hierarchical SNA Session Types
Hierarchical SNA Session Type

Description
SSCP to SSCP
Supports communications between SSCPs in multidomain, hierarchical networks.
SSCP to PU 
Used by system administrators to communicate with network devices.
SSCP to LU
Used by logical units in hierarchical networks to obtain session services that are controlled by the SSCP, such as logon or logoff services.
LU to LU
Supports communications between end users and applications in both hierarchical and peer-to-peer networks.
Note   SNA APPNs support control point to control point (CP to CP) sessions in addition to LU to LU sessions. CP to CP sessions allow a peer-to-peer SNA network to manage all of its functions without relying on a mainframe SSCP.
Hierarchical Domains and Subareas
Hierarchical SNA networks organize nodes into domains and subareas. In a hierarchical SNA network, an SNA domain represents a set of network resources that are managed by a SSCP implemented within the host system VTAM. Each domain has only one SSCP.
Some large SNA networks contain hundreds of domains. When end users in different domains need to communicate through an LU to LU session, the SSCPs in each domain must first establish communications through an SSCP to SSCP session.
SNA domains typically include several subareas. A subarea is composed of one subarea node (a type 5 host node or a type 4 node [an FEP]) and the resources it controls, including type 2 nodes, as illustrated in Figure A.5.
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Figure A.5   Single Hierarchical SNA Domain with Three Subareas
Subarea nodes can communicate with the peripheral nodes in its subarea and can also establish one or more links with other subarea nodes. Links between subarea nodes are called transmission groups. The capability to establish transmission groups allows subarea nodes to create routing tables of other subareas, which are used for SNA network addressing and routing sessions.
Maintaining multiple links in a transmission group maximizes network availability and performance. If one link should fail, SNA reroutes the data over one of the other links in the transmission group.
Note   In SNA peer-to-peer networks, domains and routing functions are defined differently than in SNA hierarchical networks. Peer-oriented networks are described in the following section.
Advanced Peer-to-Peer Networking
In 1981, IBM began to introduce communication standards that developed into a peer-oriented network architecture called Advanced Peer-to-Peer Networking (APPN). The development of APPN marks a significant change from the traditional top-down hierarchical SNA model because APPN supports a form of distributed processing. That is, all computers on an APPN network can communicate directly with each other, without having to depend on centralized type 5 hosts or type 4 communications controllers. This model provides an environment that is more flexible than the traditional top-down hierarchical model.
APPN defines how peer-oriented components communicate with each other, as well as the level of network services, such as routing sessions, that are supplied by each computer on the network.
The SNA APPN model defines its own standards for the following components:
Hardware Components or Nodes   Hardware that provides the computing platforms and network devices that implement specific SNA APPN communications and management functions.
Connection Types   Hardware and communication standards that provide the data communication paths between components in an SNA APPN network.
Physical Units (PUs)   Hardware and software that provide the configuration support and control of the SNA APPN network devices, connections, and protocols.
Logical Units (LUs)   Protocols that provide a standardized format for delivery of data for specific applications, such as terminal access and printing.
Note   Although the SNA APPN network model is organized into the same component classes as the hierarchical SNA network model, the components themselves are often quite different from the components used in the hierarchical model.
The following sections describe each of these components and how they interact in an SNA APPN environment.
Hardware Components on Peer-to-Peer Networks
A typical APPN network is composed of several different devices, such as IBM host computers or personal computers connected to one or more LANs, as illustrated in Figure A.6.
The peer-oriented model can be employed within many different environments. The AS/400 midrange computer, because of its popularity and primary use of APPN, is the host that is most often associated with APPN and the peer-oriented networking model. Modern mainframe systems are beginning to support APPN as well.
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Figure A.6   APPN Network Components
An APPN hardware component can be any device on the APPN network that can function as a PU type 2.1 node. PU 2.1, described later in this appendix, is an upgrade and extension of PU type 2 used in hierarchical networks. With the appropriate software, the following hardware components can be configured as PU 2.1 nodes:

AS/400 computers

Mainframes

Workstation computers

Routers
Connection Types in Peer-to-Peer Networks
The most common connection types, also called links, used to connect APPN devices are listed in Table A.7. For more detailed information about these connection types, see “Interoperability with IBM Host Systems” in this book.
Table A.7   Connection Types
Connection Type
Method of Connection
802.2 DLC
Token Ring

Ethernet

FDDI
SDLC
Public and private switched telephone lines
Twinax 
Twinax protocols
Note   The Twinax link represents the native method for accessing AS/400 computers.
Physical Units in Peer-to-Peer Networks
As with the hierarchical network model, the type of software that is implemented in an APPN hardware component determines how it functions on an APPN network. Also, just as in an hierarchical network, the combination of hardware and software that is implemented in an APPN network device is called a PU. A PU represents a device, often called a node, to the SNA network.
In a pure APPN network, all nodes are PU type 2.1 nodes. PU type 2.1 is an upgrade of the PU type 2.0 standard used in hierarchical SNA networks. Like PU type 2.0 nodes in hierarchical SNA networks, peer-oriented type 2.1 nodes can communicate with type 5 host nodes. However, type 2.1 nodes provide the added capability to establish peer-to-peer communications with other type 2.1 nodes. As such, type 2.1 nodes do not require the use of mainframe system services control points (SSCPs) or communications controllers used in hierarchical SNA networks.
This capability allows SNA APPN networks to be constructed entirely of type 2.1 nodes, such as those implemented in IBM AS/400 systems and personal computers.
Node Types
There are three types of PU 2.1 nodes in APPN networks, as shown in Figure A.7:

APPN network nodes

APPN end nodes

Low Entry Network (LEN) nodes
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Figure A.7   PU 2.1 Node Types in an APPN Network
APPN Network Nodes
APPN network nodes contain the highest level of functionality of the three APPN node types. APPN network nodes can perform all the basic functions supported by the other APPN PU type 2.1 nodes. These basic functions include the ability to establish sessions with other APPN PU type 2.1 nodes. To maintain compatibility with hierarchical networks, APPN PU type 2.1 nodes can also establish sessions with type 5 (mainframe) host nodes. However, APPN network nodes (such as those implemented in IBM AS/400 computers) can provide the following additional services for the other PU type 2.1 node attached to it:

LU to LU session control

Routing

Full directory services

CP to CP sessions (to support APPN management functions)
An APPN network node and the other PU type 2.1 nodes attached to it comprise an APPN domain. The APPN network node acts as a server for the other PU type 2.1 nodes in its domain. It can also act as an intermediate node, supporting routing functions in APPN networks that contain multiple APPN network nodes.
An APPN network node contains a control point (CP) that provides directory database updates and directory search services. The CP can establish sessions with CPs in adjacent APPN network nodes to keep the network structure and directory information up-to-date, without relying on the presence of a mainframe SSCP.
For example, when a new APPN end node is added to the APPN network, its APPN network node server automatically updates its directory and routing tables and propagates that information to the other APPN network nodes.
Note   APPN directory services differ from most other directory services that use non-SNA network protocols. Because no fixed addresses are assigned to APPN resources, APPN directories respond to LU directory requests by providing the location and route to the destination LU, rather than the address of the destination resource. Consequently, APPN network nodes must dynamically create route identifiers when LU to LU sessions are established.
APPN End Nodes
Like all PU type 2.1 nodes, APPN end nodes can establish peer-to-peer sessions with other PU type 2.1 nodes (and with PU type 5 mainframe host nodes used in hierarchical SNA networks).
Unlike APPN network nodes, APPN end nodes cannot perform routing functions and cannot function as intermediate nodes in APPN networks. However, APPN end nodes can provide a subset of APPN session services and directory services for its own LUs.
APPN end nodes can also be attached to an APPN network node, which acts as the server for routing, session, and directory services. An end node can have links to more than one network node, but only one network node acts as the server for the end node at any given time.
Low Entry Network End Nodes
Like APPN network nodes and APPN end nodes, LEN nodes can establish peer-to-peer sessions with other PU type 2.1 nodes (and with PU type 5 mainframe host nodes used in hierarchical SNA networks).
However, to communicate with APPN nodes that are controlled by other APPN network nodes, LEN nodes, must communicate through the APPN network node that is acting as its server. LEN nodes do not provide any APPN routing or session services for other nodes.
Logical Units in Peer-to-Peer Networks
LUs are SNA protocols that provide a standardized format for delivery of data for applications. APPN networks typically use type 6.2 LUs, also known as Advanced Program-to-Program Communications (APPC) LUs. LU 6.2 is the most recently developed and the most advanced LU type. Unlike dependent LUs that are used in hierarchical SNA networks, LU 6.2 does not depend on centralized mainframe communications software. Rather, LU 6.2 provides a foundation for distributed computing in which programs on separate computers can communicate directly with each other across the network.
Although LU 6.2 provides the foundation for APPN communications, APPN can use additional LU types for AS/400 printers and display terminals as described in Table A.8. However, LU 6.2 is the only widely implemented APPN LU type.
Table A.8   APPN LU Types 
APPN LU Type
Description
LU 6.2
Supports APPC for a broad range of SNA nodes and includes functions to support any type of SNA-based application. The most recent and advanced LU type.
LU 4
Supports printers that use the IBM 5250 data stream. Not widely implemented because it does not provide the broad functionality of LU 6.2.
LU 7
Supports display terminals that use IBM 5250 data streams, such as AS/400 display stations. Not widely implemented because it does not provide the broad functionality of LU 6.2.
Advanced Program-to-Program Communications
LU 6.2 forms the basis for IBM’s Advanced Program-to-Program Communications (APPC), the network communications protocol most commonly associated with APPN. APPC is a general purpose network access method that supports applications such as:

5250 terminal access (to AS/400 systems)

TN5250 terminal access

File transfer

Network services
The programs that use APPC LU 6.2 to communicate are called transaction programs (TPs). Figure A.8 illustrates TPs communicating through APPC sessions.
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Figure A.8   Transaction Programs Communicating Through APPC Sessions
APPC LU 6.2 serves as a translator between TPs and the network. When a TP on one computer passes information to the APPC software, APPC establishes a session and sends it to the destination node. On the receiving end, APPC translates the information back into its original format and passes it to the corresponding partner TP. APPC can be used across any of the standard types of connections supported by SNA.
Dependent and Independent LUs
APPC generally uses a local APPC LU and one or more remote APPC LUs. Local APPC LUs can be dependent or independent.
Dependent LUs are used to provide backward compatibility with hierarchical networks. As such, dependent LUs require a host VTAM SSCP to establish and manage LU to LU sessions. Dependent LUs can support only a single session between a given pair of LUs.
A dependent LU must be used when an APPC TP needs to communicate with a mainframe that uses a version of VTAM earlier than V3R2. Independent LUs are not supported by earlier versions of VTAM. Also, dependent LUs cannot be used to communicate with AS/400 systems.
In full peer-oriented APPN networks, typically implemented in AS/400 environments, independent APPC LUs are used. Independent APPC LUs can establish and manage LU to LU sessions without the aid of a mainframe VTAM SSCP. Independent LUs provide the ability to run multiple, concurrent, parallel sessions between a single pair of LUs. Support for independent LUs is one of the main advantages of APPN networks.
SNA in Transition
SNA is a legacy networking model that was created decades ago. However, it has never been a static networking environment. What began as a hierarchical model has evolved into a more flexible peer-to-peer environment. Recently, IBM has been making efforts to combine the SNA hierarchical and APPN models and to integrate both models with modern LAN and WAN protocols.
Hierarchical and Peer-to-Peer Integration
Although SNA hierarchical and APPN environments differ in many ways, IBM provides the means to integrate the two SNA networking models. As described in the previous section, APPN PU type 2.1 nodes can establish sessions with PUtype 5 mainframe host nodes used in hierarchical networks. APPN networks can also serve as interchange networks to connect hierarchical network domains.
More recently, IBM is upgrading hierarchical network components to perform APPN functions. For example, VTAM can now support its own native hierarchical networking model and APPN simultaneously. VTAM can also act as an interchange node to connect APPN networks.
IBM is currently working to provide a migration path to upgrade traditional hierarchical SNA networks to the APPN network model.
IBM Networking Blueprint
IBM is also implementing a networking blueprint that seeks to integrate protocols and standards beyond the traditional SNA networking model. The IBM Networking Blueprint specifies standards for network protocols, application services, and systems management services. As part of this model, IBM is seeking to further integrate IBM host systems and SNA models with standard network protocols such as TCP/IP, IPX, and NetBIOS.
Note   Because Microsoft SNA Server is fully integrated with Windows 2000 Server, it supports these and other protocols and services that permit authorized Windows and non-Windows clients to connect to IBM SNA host systems. For more information about integrating heterogeneous networks with IBM hierarchical SNA and APPN networks, see “Interoperability with IBM Host Systems” in this book.
Host Application Standards
The purpose of any networking model is to efficiently and reliably support applications that automate an organization’s business processes. In an SNA networking environment, these applications often rely on terminal access methods, relational and nonrelational database standards, transaction processing services, and network management systems that are provided by the IBM host system.
The following sections describe these host services and identify the standards that are essential for integrating heterogeneous networks with IBM host data, application, and network management services.
Terminal Access
Although SNA Server provides features that support advanced database integration and transaction oriented Web-to-host applications, traditional terminals and terminal emulation applications continue to play an important role in many organizations.
Users can use one of two types of terminal access, depending on the type of IBM host system that controls the session, 3270 terminal access to mainframe systems or 5250 terminal access to AS/400 systems.
Terminal Access to IBM Mainframes
Users who need access to IBM SNA–based mainframe computers generally use the 3270 data stream, a protocol that defines how components in hierarchical SNA networks can gain access to IBM mainframe computers. The 3270 data stream uses LUs to support 3270 Display Devices such terminals and terminal emulators (LU 2), 3270 Printer Devices (LU 1 or LU 3), and applications (LUA). A 3270 LU is known as a dependent LU because it requires a mainframe to function.
Clients can use several variations of 3270 type display terminals and terminal emulators (LU 2) to gain access to SNA resources:

3270 terminals and terminal emulators.

3278 terminals and terminal emulators (models 2, 3, 4, and 5).

Telnet-based (TN3270) terminal emulation types, including TN3270E (extended TN3270) and Web browser–based terminal emulators.
Telnet terminal emulators allow TCP/IP-based computers to gain access to host systems that support TCP/IP access or through gateways that convert TCP/IP communications to native SNA.
Note   SNA Server supports both 3270 and TN3270 access methods.
Terminal Access to AS/400 Systems
Users who need access to IBM AS/400 systems use the 5250 data stream. This protocol supports terminal emulation only. Variations include standard 5250 terminal emulators and TN5250 terminal emulators, including Web browser–based TN5250 terminal emulation services.
Note   SNA Server supports both of the AS/400 terminal access methods. For more information about terminal access, see “Interoperability with IBM Host Systems” in this book.
Host Database Standards
Although terminal access provides an appropriate interface to a wide range of host applications, most organizations also require applications that seamlessly integrate host data and applications with modern client/server and Internet-based information systems. Achieving this level of integration with IBM host systems begins with an understanding of the standards that support IBM host database applications.
IBM host applications often rely on an underlying database architecture provided by the host system. IBM uses the Distributed Data Management (DDM) architecture to provide a common language and set of rules for host data access. Programs adhering to this architecture can share data across multiple platforms.
Record-Level Data Access
Record-level access using DDM enables an application to go directly to the wanted record within a physical file. For host data access, DDM supports two record-level protocols, shown in Figure A.9:
Distributed Relational Database Architecture (DRDA). DRDA is a DDM protocol that provides access to relational data on host platforms, including Multiple Virtual Storage (MVS) and AS/400 systems that use the IBM DB2 relational database program.
Record Level Input/Output (RLIO). RLIO is a DDM protocol that supports record-level access to nonrelational data on various host operating systems, including MVS, OS/390, and OS/400.
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Figure A.9   IBM Relational and Non-relational Data Formats
File-Level Data Access
DDM also supports the Stream Input/Output (Stream I/O) file-level protocol for host data access. Stream I/O provides access to IBM host data one file at a time, as opposed to one record at a time, such as with Structured Query Language (SQL). This process provides the basis on which to build fast bulk-data file transfer solutions, such as moving files from one host region to another or transferring entire files from a workstation computer to the host.
Note   Microsoft SNA Server includes the ODBC Driver for DB2 and the Microsoft OLE DB Provider for AS/400 and virtual storage access memory (VSAM) to support access to relational and nonrelational host data. SNA Server can also support applications that replicate host database information to Windows 2000 Server–based database applications such as Microsoft® SQL Server™. For more information about how to use SNA Server host database drivers and replication methods, see “Interoperability with IBM Host Systems” in this book.
Host Transaction Processing
Organizations often use IBM host systems for online transaction processing (OLTP) applications that automate real-time business activities. These applications consist of transaction programs (TPs) that must maintain data integrity and security in line-of-business environments such as banking and financial services, insurance, reservation systems, and retail applications.
Reliable Transaction Standards
To ensure that these transactions are processed correctly, a TP must adhere to four key transaction properties known as ACID. An ACID-compliant TP ensures that each transaction is:
Atomic   Each transaction must be carried out completely or not at all.
Consistent   Data must be processed in a way that maintains the structural integrity of the database.
Isolated   Transactions must be carried out sequentially so that a transaction cannot access data that is already involved in a transaction.
Durable   Completed transactions must be stored in a way that enables recovery of the transaction results even if the system fails.
Transaction Processing Components
In the online transaction processing (OLTP) distributed environment, data can become corrupt if it is not managed correctly. A TP monitor manages the operating environment of the OLTP application by optimizing the use of operating system resources and the network. The TP monitor provides a management platform for the system administrator that supports:

Load balancing

Fault tolerance

Performance monitoring

Security
TP monitors typically include a software component known as a TP manager. TP managers use the two-phase commit (2PC) protocol to ensure the reliable execution of transactions by enabling the TP manager to execute a transaction only if all systems carry out the transaction.
Note   On the Windows 2000 platform, Microsoft® Component Services is the native TP monitor. MTS includes a TP manager called the Distributed Transaction Coordinator. IBM provides different TP managers for different TP monitors.
For a TP to communicate directly with another TP by using SNA APPC, the two programs must first establish a logical unit (LU) 6.2 session with each other. LU 6.2 is the standard for distributed transaction processing in the mainframe environment.
Transaction Processing Synchronization
One program can interact with another program by using one of three levels of synchronization, as shown in Figure A.10:

Sync Level 0 has no message integrity.

Sync Level 1 supports limited data integrity.

Sync Level 2 uses the two-phase commit (2PC) protocol to ensure the reliability of a transaction.
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Figure A.10   Host TPs Synchronizing Over an APPC Session
Of the three sync levels, only Sync Level 2 guarantees a true ACID-compliant transaction. Thus, in the host environment, the term transaction program might or might not imply the use of Sync Level 2 and the 2PC protocol.
Note   In the Component Object Model (COM) environment, any mention of transactions refers to true ACID-compliant, 2PC transactions.
IBM Host Transaction Processing Standards
IBM uses different transaction processing standards for different operating environments. The following are the two most popular host-based systems used to monitor and manage OLTP programs.
Customer Information and Control System (CICS)   This system was developed to run OLTP programs on the IBM MVS operating system. It is a proprietary system that supports host-based transaction processing using a TP monitor with an integrated TP manager.
Information Management System (IMS)   This system provides a TP monitor with an integrated TP manager and a hierarchical database. The TP monitor and the database can both coordinate transactions with non-IMS TP monitors and databases. Because CICS and IMS are so widely used, the Windows platform and COM programs must support interoperability with CICS and IMS data and transactions to effectively support OLTP.
Note   Microsoft SNA Server provides a feature called COM Transaction Integrator (COMTI) for CICS and IMS to enable COM-based programs to interact with IBM host–based CICS and IMS programs. Organizations can use COMTI with other SNA Server host integration technologies to build robust, multi-tier applications that make IBM host data and applications available to heterogeneous networks and intranets. For more information about SNA Server integration with host data and applications, see “Interoperability with IBM Host Systems” in this book.
IBM NetView Network Management System
The integration of Windows 2000–based networks with other network computing platforms is not complete until network administrators can monitor and control the integrated network environment. In IBM host environments, network managers often use proprietary network management products that are compatible with the IBM NetView management system.
This section introduces the IBM NetView management system to provide a context for understanding SNA Server network management integration features that are described in “Interoperability with IBM Host Systems” in this book.
IBM NetView is a network management system that was originally designed to monitor and control SNA networks. Subsequent updates extended the NetView architecture to provide integrated management services for non-SNA network resources. The NetView approach to network management is implemented in IBM’s NetView product and in compatible third-party products.
NetView Functions
Table A.9 summarizes the four major functions of IBM NetView.
Table A.9   IBM NetView Management Functions


Management Function
Description
Problem Management
Manages hardware, software, and communication problems from detection through resolution.
Configuration Management
Monitors the relationships between physical and logical network components.
Performance and Accounting Management
Monitors network availability and performance, and tracks network usage charges.
Change Management
Assists with the process of planning, tracking, and controlling changes to network software, hardware, and microcode.
NetView Management Architecture
As shown in Figure A.11, in a traditional SNA management environment, NetView is a centralized management model that specifies three points of network management control:

The Focal Point

Entry Points

Service Points
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Figure A.11   NetView Network Management Control Points
Focal Point   Serves as the central point in the network that collects, analyzes, and stores network management data. This is also the point where network administrators can issue commands in response to network management issues. IBM NetView and compatible network management products can serve as the SNA network focal point. In hierarchical SNA networks, the focal point is typically implemented in a mainframe system. In APPN networks, one or more nodes can serve as focal points.
Entry Points   Implemented in SNA devices to serve as distributed points of control for SNA resources. An entry point gathers information about itself (the SNA device) or about a group of SNA devices, and forwards that information to the focal point. Most IBM SNA network devices can function as entry points.
Service Points   Serve as distributed points of control for hardware or software resources that are not specifically designed for the SNA environment. Service points gather information about non-SNA resources and forward that information to the focal point. Service points can also receive commands from a focal point to be executed on non-SNA resources. As such, service points act as gateways, translating network management information between SNA resources and non-SNA resources.
Since introducing the original version of NetView, IBM has expanded the NetView management model to include hierarchies of nested focal points and distributed collection points. In recent years, IBM has made efforts to upgrade its network management strategy to a more open, enterprise-wide approach that embraces modern, distributed computing platforms such as Windows 2000.
For information about how SNA Server communicates with IBM NetView, see “Interoperability with IBM Host Systems” in this book.
Additional Resources

For more information about SNA Server and related host integration technologies, see the SNA Server link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.
