Chapter 15 - Telephony Integration and Conferencing
Microsoft® Windows® 2000 is an advanced platform for telephony applications encompassing conventional computer telephony integration (CTI) features, as well as upgrades in Internet Protocol (IP)–based Internet telephony and Internet conferencing functionality.
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
For more information about Quality of Service (QoS), see “Quality of Service” in the Microsoft® Windows® 2000 Server Resource Kit TCP/IP Core Networking Guide.

For more information about remote access servers, see “Remote Access Server” in this book.
Introduction to Windows 2000 Telephony and Conferencing
Telephony applications use Telephony Application Programming Interface function calls, also known as Telephony API (TAPI), to provide various types of telephony services to users. This set of Win32 function calls is processed internally by TAPI, resulting in corresponding calls to Telephony Service Providers (TSPs) and Media Service Providers (MSPs) that communicate with their associated hardware and software to provide various types of telephony services to users.
These applications can also use other features of the Windows environment, such as the directory service, databases, and e-mail. TAPI uses standard mechanisms to retrieve and manipulate information offered by telephone systems, such as identification of calling parties, in order to automate the process of associating data with telephone calls. TAPI also provides IP telephony and video-conferencing infrastructure, allowing the deployment of applications that integrate conventional and IP telephony functionality.
A key advantage of using TAPI is that telephony applications can work with any hardware for which a TSP or MSP is available. The abstraction of hardware by TAPI reduces difficulty for developers, and provides flexibility to network administrators. For example, TAPI abstracts the underlying hardware of the telephone system, allowing developers to create telephony applications that work with a variety of telephone systems. Without hardware abstraction, a developer might have to significantly rewrite code to match each type of telephony hardware that their program could be used for. As more developers create applications that can work across an array of hardware, network administrators have more choice in deploying CTI, conferencing, and IP telephony solutions.
Computer-Telephony Integration Overview
Windows 2000 builds upon the support for computer-telephony integration (CTI) that was first introduced in previous versions of Windows operating systems. This is in response to an increasing interest by developers in creating CTI and conferencing applications, and a need on the part of network administrators to deploy CTI and conferencing solutions on their networks.
With TAPI applications, users perform telephone operations from the user interface of the computer using integrated computer-based information, such as personal directories or databases. Computer-telephony integration (CTI) applications range from Phone Dialer programs, which allow a user to click a number on the computer screen, to programs that manage conference calls. TAPI provides standard programming interfaces and delivery mechanisms, such as speed dialing, transferring calls, and integrating Caller ID functions, that simplify the delivery of telephony operations.
Additional examples of CTI include:
Integrated Services
Moving voice mail to the computer enables the creation of a universal inbox containing e-mail, voice mail, and fax messages.
Call Center Applications
TAPI offers two ways to integrate:

Through an interface to the hardware-based system, such as a Public Branch Exchange (PBX) or an external Automatic Call Distribution (ACD) system.

Through an entirely software-based system, such as an IP telephony network or an IDC built entirely on the Windows 2000–based server.
Historically, call center applications that direct calls based on information gathered from a database have been built on relatively expensive, proprietary systems that are challenging to customize and to integrate with existing information systems. By making these applications entirely software-based, call center applications can be developed more quickly at a decreased cost, and become more tightly integrated with computer-based information systems.
Predictive Dialing   In an outbound telemarketing environment, a telephony server with the appropriate hardware can rapidly dial a list of chosen numbers. When a connection is detected with a live person, the call is immediately routed to a customer service agent. Because only a fraction of calls result in connections with people, as opposed to those that are busy, have no answer, or are picked up by an answering machine, this application can dramatically improve the efficiency of outbound telemarketing by limiting time spent on non-productive calls.
Interactive Voice Response   Interactive Voice Response (IVR) allows developers to create voice menus that callers can obtain with the telephone keypad, using them to access information or execute transactions. Auto attendants handle initial routing of incoming telephone calls with outgoing messages, such as “For sales, press one.”
Computer PBX   TAPI can provide an interface to single-box, personal computer–based PBXs. In these environments, sophisticated call processing services can be implemented entirely within Windows 2000 using comprehensive, connection control and media API.
IP Telephony and Conferencing   TAPI includes IP telephony service providers, which enable video conferencing over IP networks.
Microsoft Support of CTI
TAPI support is also built into clients running Microsoft® Windows® 95 and Microsoft® Windows® 98.
The telephony and conferencing infrastructure of Windows 2000 consists of the following elements:

Phone Dialer Application

Telephony Application Programming Interface 3.0

Telephony Service Providers
Phone Dialer Application
Phone Dialer, which is a TAPI application, is included with Windows 2000. Phone Dialer can be used for basic telephony functions, as well as audio and video conferencing services.
The Phone Dialer makes TAPI function calls to utilize the Telephony Service Providers (TSPs), including the H.323 and the Multicast Conferencing Service Providers. In addition, the Phone Dialer can be used with TSPs supplied by other vendors.
To launch the Phone Dialer
 1.
From the Start menu, point to Programs, Accessories, and Communications.
 2.
Click Phone Dialer.
TAPI 2.1 and 3.0
Versions of the Microsoft Windows family of operating systems prior to Windows 2000 were supplied with TAPI 2.1 or earlier. (For instance, TAPI 1.4 was included with Windows 95 and can be upgraded to TAPI 2.1 through a free download; TAPI 2.1 was included with Windows 98.) These versions of TAPI provided a Microsoft® C-based procedural application programming interface (API).
Version 3.0 of TAPI is included with Windows 2000, but Windows 2000 continues to support previous versions of TAPI. TAPI 3.0 adds support for the Microsoft Component Object Model. A set of COM objects are provided to enable the use of any COM-compatible programming language, including Microsoft® Visual Basic®, Java, and Microsoft® Visual C++®, as well as scripting languages, such as Visual Basic® Scripting Edition (VBScript) or JavaScript, for writing telephony applications. The existing C API continues to be available under TAPI. Telephony applications written using the older version of C API are also still usable.
In addition to COM support, TAPI 3.0 also provides functionality for H.323-based IP telephony and IP multicast–based multiparty audio and video conferencing over TCP/IP data networks, by means of service providers included with the operating system.
Service Providers
A Telephony Service Provider (TSP) is a dynamic-link library (DLL) that supports communications to one or more specific hardware devices through a set of exported service functions. The service provider responds to telephony requests, sent to it by TAPI, by carrying out the low-level tasks necessary to communicate over the network. In this way, the service provider, in conjunction with TAPI, shields applications from the service-dependent and technology-dependent details of the network communication.
Developers write service providers to extend telephony services for existing hardware or to provide telephony services for new hardware. Each service provider supports at least one hardware device, such as a fax board, an ISDN card, a telephone, or a modem. The installation utility for a service provider associates that service provider with its hardware devices.
TAPI 3.0 supports two classes of service providers: telephony and media. Telephony Service Providers provide the implementation of signaling and connection control features, and Media Service Providers (MSPs) provide access to media content associated with those connections.
TSPs are mandatory service providers, and might optionally be associated with their own TSP-specific access to media content. MSP functionality is a new feature of TAPI 3.0, and is not supported on previous versions of TAPI.
Windows 2000 includes a set of service providers, which are described in greater detail later in this chapter. Windows 2000 Telephony Service Providers include:

H.323 Service Provider

Multicast Conferencing Service Provider

NDIS Proxy Service Provider

Remote Service Provider

TAPI Kernel-Mode Service Provider

Unimodem 5 Service Provider

Note   To install TSPs and MSPs from third-party vendors, follow the instructions they provide. To verify the installation, use the Telephony snap-in from the Start menu.
TAPI Architecture
All components of Win32 Telephony (other than components provided for backward compatibility), including service providers, are implemented in 32 bits.
Existing 16-bit applications link to Tapi.dll. In Microsoft® Windows® 3.1 and Windows 95, Tapi.dll is the core of Windows Telephony, but with TAPI 2.0 and later, Tapi.dll is simply a thunk layer (or translation layer) to map 16-bit addresses to 32-bit addresses, and pass requests along to Tapi32.dll.
Existing 32-bit applications link to Tapi32.dll. In Windows 95, Tapi32.dll is a thunk layer to TAPI. With TAPI 2.0 and later, Tapi32.dll is a thin marshaling layer, that transfers function requests to Tapisrv.exe and, when needed, loads and invokes service provider user interface DLLs in the application’s process.
Tapisrv.exe is the core of TAPI. It runs as a separate service process, in which all Telephony Service Providers execute. Service providers can create threads in the TAPISRV context as needed to do their work.
Key components of TAPI 3.0 architecture include:

TAPI 3.0 COM API

TAPI Server Process

Telephony Service Providers

Media Service Providers
TAPI 3.0 COM API
The TAPI 3.0 COM API is implemented as a suite of Component Object Model (COM) interfaces. This allows developers to write TAPI-enabled applications in any COM-aware language, such as Java, Visual Basic®, or Microsoft® Visual C/C++®.
TAPI Server Process
The TAPI Server provides a process context that is independent of the application, under which Telephony Service Providers can execute. TAPI API functions communicate with the TAPI Server to send service requests to Telephony Service Providers.
Telephony Service Providers
Two new IP Telephony Service Providers, and their associated Media Stream Providers (MSPs), are included as part of TAPI 3.0.
H.323 Service Provider
The Microsoft H.323 Telephony Service Provider and its associated Media Service Provider allow TAPI-enabled applications to engage in multimedia audio/video sessions with any H.323-compliant terminal (such as Microsoft NetMeeting) on a local area network (LAN) or the Internet.
Specifically, the H.323 TSP and MSP implement the H.323 signaling stack. The H.323 TSP accepts a number of different address formats, including user name, computer name, and e-mail address.
The H.323 MSP is responsible for constructing the Microsoft® DirectShow® filter graph, including the Real-Time Transport Protocol (RTP), codec, sink, and render filters, for an H.323 connection.
Multicast Conferencing Service Provider
The multicast conferencing service provider uses IP multicast to provide efficient multiparty audio and video conferencing facilities over the IP network, intranets and the Internet. Due to large bandwidth usage by video streams, multiparty video conferencing services have been difficult to achieve. By using IP multicast, the TSP makes it possible to reduce the number of video streams.
NDIS Proxy Service Provider
The NDIS Proxy Service Provider offers a TAPI interface to wide area network (WAN) devices, such as ISDN or ATM. As such, these devices (written to the Microsoft Network Driver Interface Service (NDIS) interface version 5.0) can be used by TAPI applications. The NDIS Proxy is a generic service provider, meaning that it supports all such WAN devices—without those devices needing to be individually TAPI-aware.
An important feature of the NDIS Proxy Service Provider is that underlying NDIS 5 components need not be aware of TAPI in order to be provided with a proxied TAPI interface. In this way, TAPI applications, such as the Routing and Remote Access service, can use NDIS 5 drivers to establish connections across wide area networks.
Remote Service Provider
TAPI includes a Remote Service Provider to support client/server telephony. The Remote SP exposes TAPISRV telephony service extensions for client access to TAPI devices that reside on networked server computers. Remote SP resides on the client, where it appears as just another service provider to TAPI. When a TAPI request is made through Remote SP, it communicates with a remote telephony server in order to service the request. The service provider on the server that ultimately services the request need not be aware that it is operating in this client/server environment. An example of such a service provider would be a CTI link installation, whereby client applications communicate with a server, which in turn is connected through a CTI link to a PBX. In this way, those applications gain third-party control of telephones on the attached PBX.
TAPI Kernel-Mode Service Provider
The TAPI Kernel-Mode Service Provider communicates with NDIS 4 components in order to provide a TAPI interface for backward compatibility to NDIS 4 WAN drivers. An example of the sorts of driver that can take advantage of the NDIS Proxy would be an ISDN driver offering connection-oriented services. Using such a driver, TAPI applications such as Routing and Remote Access service can use the TAPI Kernel-Mode Service Provider in order to establish PPP connections across wide area networks.
Unimodem 5 Service Provider
Unimodem 5 is a Telephony Service Provider that provides an abstraction for modem devices such that applications can operate transparently across a wide variety of types and makes of modems. In addition, modem installation is greatly simplified since Unimodem is aware of the operating characteristics of these modems, and their drivers are already available in the operating system. Unimodem 5 also adds support for voice modems.
Third-Party Service Providers
Independent hardware and software vendors can write their own Telephony Service Providers, compatible with TAPI.
Media Service Providers
TAPI 3.0 ships with two Media Service Providers, including the H.323 Conferencing MSP and the IP multicast conferencing MSP. These MSPs use the DirectShow API for efficient control and manipulation of streaming media.
Figure 15.1 shows the architecture of TAPI.
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Figure 15.1   TAPI Architectural Diagram
Client/Server Telephony
In a client/server environment, TAPI provides distributed access to shared telephony resources. For example, a LAN-based server might have multiple telephone-line connections to a local telephone switch or PBX. TAPI operations invoked at any associated client are forwarded over the LAN to the server. The server uses third-party call control between the server and the PBX to implement the client's call-control requests.
This model offers a lower cost per computer for call control if the LAN is already in use.
The server can be connected to the switch using a switch-to-host link. It is also possible for a PBX to be directly connected to the LAN on which the server and associated clients reside. Within these distributed configurations, different subconfigurations are possible:

To provide personal telephony to each desktop, the service provider could model the PBX line associated with the computer (on a desktop) as a single line device with one channel. Each client computer would have one line device available.

Each third-party station can be modeled as a separate line device to allow applications to control calls on other stations. (In a PBX, a station is anything to which a wire leads from the PBX.) This enables the application to control calls on other stations. This solution requires that the application open each line it wants to manipulate or monitor.

The set of all third-party stations can be modeled as a single line device with one address (one phone number) assigned to it per station. Only a single device is to be opened, providing monitoring and control of all addresses (all stations) on the line.
A major advantage of such client/server implementations is a lowered cost of telephony services per client application.
Internet Telephony and Conferencing
Conventional telephony is based on switched circuit voice networks, which are integrated with computer-based data networks to varying degrees. The need for dual networks in enterprises has been the subject of debate, and the need to unify voice and data applications into a single integrated network has come to the forefront.
At their core, IP telephony and conferencing technologies are built around very simple concepts. A personal computer (or other device) is used to capture audio and video signals from the user (for example, by using a microphone attached to a sound card, and a video camera connected to a video capture card). This information is compressed and sent to the intended receivers over the local area network or the Internet. At the receiving end, the signals are restored to their original form and played back for the recipient. Audio can be rendered by using speakers attached to a sound card, and video, by creating a window on the display of the computer.
Windows 2000 includes two different sets of technologies that enable the unification of voice and data networks.
Internet Telephony with H.323
H.323 is an ITU-T protocol that is used to provide voice and video services over data networks. At the most basic level, H.323 allows users to make point-to-point audio and video phone calls over the intranet. The Microsoft implementation also allows voice-only calls to be made to conventional phones using IP-PSTN Gateways, and audio-video calls to be made over the Internet. For more information about H.323, see the link to the International Telecommunication Union Web site on the Web Resources page http://windows.microsoft.com/windows2000/reskit/webresources.
Placing H.323 Calls with the Dialer
The TAPI Phone Dialer application can be used to place H.323 audio and video calls over IP networks. The dialing user interface allows called parties to be identified in numerous ways. Frequently called users can be added to speed dial lists. The Dial dialog box can also be used to place calls by specifying the computer name or IP address of the computer on which the called party’s H.323 application is running.
After resolving the caller’s identification to the IP address of the computer on which he/she is available, the dialer makes TAPI calls, which are routed to the Microsoft H.323 Telephony Service Provider. The service provider then initiates H.323 protocol exchanges to set up the call. The Media Service Provider associated with the H.323 TSP uses audio and video resources available on the computer to connect the caller and party receiving the call in an audio or audio/video conference.
The Windows Address Book can also be used to place H.323 Internet Telephony calls using the dialer.
To place H.323 Internet Telephony calls using the dialer
 1.
Run WAB. Create a new contact and fill in the information fields.
 2.
Click Properties, and then click the Business tab; enter the user’s name, e-mail address, computer name, or IP address.
 3.
To place a call to a user, click Start and point to Programs, Accessories, and Address Book.
 4.
Right-click on the entry in the Windows Address Book.
 5.
Select Action, and then select Dial.

This invokes the Phone Dialer, which places the call.
Receiving H.323 Calls
The TAPI Phone Dialer also has the capability to listen for incoming H.323 IP Telephony calls, notify the user when such calls are detected, and accept or reject the calls based upon the user’s choice. To enable this functionality, the Phone Dialer application must always be running. The dialer can be minimized into an icon on the system tray for ease of use.
Using Windows 2000 Directory Services
Windows 2000 provides a set of directory services that allow telephone calls to be made by specifying individuals by name rather than their phone numbers or IP addresses. TAPI provides services that search the Windows 2000 directory to translate user names or e-mail addresses into respective telephony addresses, and then places calls to those addresses.
Two different directory services can be used with TAPI applications running on Windows 2000.
Active Directory™ directory service is a recent Windows 2000 feature that provides scalable, centrally administered, automatically replicated, and persistent storage. It is used to store various attributes of information in a set of objects that represent the resources available on the network. TAPI utilizes the IPPhone attribute of User objects to store information about the computer name or IP Address on which the specific user is available for H.323 Internet telephony calls.
The Phone Dialer application automatically locates the user object for the logged in user, and updates the IPPhone attribute. When other users attempt to place calls to the user, the Rendezvous object inside TAPI performs a directory search to translate the user’s name or e-mail address to his computer name or IP address. The application can then use the H.323 TSP, and specify the IP address to place the call.
The Microsoft® Site Server ILS Service is another directory service that can be used with TAPI applications on Windows 2000–based computers. This service is distinct from Active Directory in that it is less scalable, and does not provide persistent, centrally-administered data storage. The TAPI Phone Dialer creates a user object on the Site Server ILS Service when the application starts up, and places the user’s IP address inside it in a form that is compatible with NetMeeting. This can be used by the Phone Dialer and other TAPI applications to place calls to the user by specifying his name or e-mail address. The advantage of using the Site Server ILS Service is that it allows NetMeeting users to view users of TAPI applications and place calls to them by simply double-clicking their names from the directory view pane of NetMeeting.
H.323 Protocol
The Microsoft H.323 TSP and MSP together implement an H.323 version 1.0 protocol stack. The protocol consists of three layers of individual signaling protocols:

Registration, Admission, and Status

Q.931

H.245
Registration, Admission, and Status
Registration, Admission, and Status uses UDP ports 1718 and 1719 for discovery, registration, and call admission requests between Gatekeepers and H.323 applications. This layer is optional, and is not currently implemented by the Microsoft H.323 Telephony Service Provider in Windows 2000.
Q.931
Q.931 uses TCP port 1720 for call setup, alerting, tear down, and other connection oriented signaling. This signaling layer relies on the knowledge of caller’s IP address, which is provided by the TAPI Rendezvous control COM object using Windows 2000 directory services. This layer is supported by the Microsoft H.323 Telephony Service Providers.
H.245
H.245 uses dynamic TCP ports for media-oriented signaling, such as negotiating media types and setting up media channels. This layer is supported by the Microsoft H.323 Telephony Service Providers.
Media Streams with RTP
H.323 makes use of the IETF Real-Time Transport Protocol (RTP)for transferring digitized audio and video data between the various parties participating in a call. This protocol utilizes dynamic UDP ports negotiated between the sender and receiver of specific media streams. Each RTP packet contains one or more media payloads, and other relevant information such as timestamps and sequence numbers. TAPI 3.0 incorporates an implementation of the RTP protocol stack.
Audio and Video Codecs
Audio and video codecs are used to compress digitized audio and video signals before transmission by the sender, and then decompress them on the receiving computer before they are played for the user. The effect of this compression-decompression operation is that network bandwidth utilization is reduced and traffic load on the network is minimized.
The Microsoft H.323 Media Service Provider uses G.711 and G.723.1 codecs for audio signals, and H.261 and H.263 codecs for video signals.
Figure 15.2 illustrates how codecs are used for video compression and decompression.
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Figure 15.2   Codecs Used for Video Compression and Decompression
Calling Through IP-PSTN Gateways
The H.323 protocol incorporates support for placing calls from data networks to the switched circuit PSTN network, and vice versa. The main advantage is that the long-distance portion of the call can be carried on private or public data networks, and the call can then be placed onto the switched voice network to bypass long-distance toll charges.
For example, a user in a Seattle branch office could call Boston, with the phone call going across the corporate network from branch office Seattle to a branch office in Boston, where it would then be switched to a PSTN network to be completed as a local call. This is especially effective in cases where enterprises own private WAN links to their subsidiaries and branch offices. These can be used to carry audio signals in addition to data, and result in lower long-distance telephone bills paid by the company.
The H.323 TSP provides support for Gateway (a bridge from IP to PSTN) calling through the use of a static configuration option, accessible through Phone and Modem Options in Control Panel.
To specify the IP address of the IP-PSTN Gateway
 1.
From the Start menu, point to Settings, and then click Control Panel.
 2.
Double-click Phone and modem options.
 3.
Click the Advanced tab, and then select the Microsoft H.323 Telephony Service Provider.
 4.
Click Configure. Select the Use H.323 Gateway check box and type the computer name or IP address of the IP-PSTN Gateway in the text box.
Users can specify the IP address or computer name of an IP-PSTN Gateway through which all IP-PSTN calls are routed by the H.323 TSP. The IP-PSTN Gateway is expected to be running an ITU-T H.323 v1.0 interoperable H.323 application.
Figure 15.3 provides an example of a PSTN Gateway.
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Figure 15.3   PSTN Gateway
Calling Through Firewalls
H.323 calls cannot pass through firewalls based on simple network address translation (NAT) solutions due to the complexity of H.323. Special application layer proxy servers are required in order to make and receive calls between computers on networks separated by firewalls.
Many enterprises choose to erect firewalls between their private corporate intranets and the Internet for security reasons. This has the effect of complicating the passage of H.323 based Internet telephone calls across the Internet.
The Microsoft H.323 TSP incorporates support for firewall traversal. Phone and Modem Options (in Control Panel) can be used to specify the inner IP address of the firewall computer. This allows calls to be made and received across the Internet.
To specify the IP address of the H.323 Proxy
 1.
From the Start menu, point to Settings, and then select Control Panel.
 2.
Double-click Phone and modem options.
 3.
Click the Advanced tab, and select the Microsoft H.323 Telephony Service Provider.
 4.
Click Configure. Select the Use H.323 Proxy check box and type the computer name or IP address of the inner edge of the H.323 proxy/firewall computer in the text box.
Calling Through Gatekeepers
Gatekeepers are useful tools for managing IP Telephony clients and providing address resolution, call routing, call logging, and other services. The current implementation of H.323 Service Provider does not include support for making H.323 calls using Gatekeepers.
Quality of Service Support
TAPI includes quality of service (QoS) support to improve conference quality and network manageability. QoS can be supported on ATM networks as well as on packet-based networks such as the Internet.
QoS information in TAPI is exchanged between applications and service providers in FLOWSPEC structures that are defined in Windows Sockets 2.0. Support for QoS is not restricted to ATM transports; any service provider can implement QoS features.
QoS in TAPI 3.0 is handled through the DirectShow RTP filter, which negotiates bandwidth capabilities with the network based on the requirements of the DirectShow codecs associated with a particular media stream. These requirements are indicated to the RTP filter by the codecs through its own QoS interface. The RTP filter then uses the COM Winsock2 GQoS interfaces to indicate its QoS requirements to the Winsock2 QoS service provider (QoS SP). The QoS SP, in turn, invokes a number of varying QoS mechanisms appropriate for the application, the underlying media, and the network, in order to guarantee appropriate end-to-end QoS. These mechanisms include:

The Resource Reservation Protocol (RSVP) for providing QoS over non-ATM networks. RSVP is a signaling protocol which enables the sender and receiver in a communication session to set up a reserved QoS highway between them. The RSVP message carries the reservation request to each router and switch along the communication path between the sender and receiver.

Local Traffic Control, a QoS mechanism for reducing delay and latency in the transmission of network traffic, and for providing traffic control for networks which do not comply with RSVP such as legacy networks, broadcast networks or over-provisioned networks.

Packet Scheduling, which manages the queues set up by the packet classifier. It retrieves the packets from the queues and sends them across the QoS-reserved highway.

802.1p, which defines a mechanism by which traffic can be handled at a certain priority within LANs. It includes an implicit signaling mechanism and special traffic handling mechanisms in the LAN devices. Typically, hosts or routers which are sending traffic into a LAN mark submitted packets with the appropriate priority values. Thus, the hosts or routers use 802.1p to signal a priority to LAN devices. LAN devices, such as switches, bridges and hubs are expected to treat the packets accordingly.
For more information about QoS, see “Quality of Service” in the TCP/IP Core Networking Guide.
Multiparty Conferencing with IP Multicast
The Multicast Conferencing Service Provider included with TAPI 3.0 provides support for IP multicast-based audio and video conferencing between multiple participants. The TAPI 3.0 rendezvous control provides additional COM interfaces that TAPI applications can use to access directory services such as Active Directory, and the Site Server ILS Service.
Conferences
The call model for multi-person conferences differs from conventional one-on-one calls. The conference is hosted by one of the participants, who takes the step of determining the conference name, its start and end times, and the list of participants. The host then publishes the conference on a server using his TAPI application (such as the Phone Dialer), and notifies the prospective participants that a conference is available for their participation.
Other participants might use their TAPI applications to visit the server and browse the list of conferences that are available for participation. At the designated time, participants use their TAPI applications to join the conference. TAPI provides all the infrastructure for audio and video streams to be transmitted and received using IP multicast.
IP Multicast
IP multicast is an extension of IP that allows for efficient conferencing. Without the use of IP multicast, a user wishing to broadcast data to N users must send data through N connections, as shown in Figure 15.4.
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Figure 15.4   Sending Data Without IP Multicasting
Without IP multicasting, network bandwidth is wasted as the same data is transmitted individually to each recipient.
The total bandwidth required for multiparty recipient conferences in which all users are sending data goes up exponentially with the number of parties involved. This prevents widespread deployment of conferences involving multiple participants.
IP multicast takes advantage of the actual network topology to eliminate the transmission of redundant data through the same communications links. To reach a multicast group, a user sends a single copy of the data to a single group multicast IP address that reaches all recipients. No knowledge of other users in a group is necessary. To receive data, users register their interest in a particular multicast IP address with a multicast-aware router. 
Multicast conferences are inherently more scalable because conference participants are not required to send additional audio and video copies as more participants are added.
Single Group IP Address
IP multicast uses a single group IP address to reduce network traffic. The value of this is illustrated in Figure 15.5, where six users who wish to participate in a conference are connected together by a number of routers.
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Figure 15.5   Actual Network Topology
Without the use of multicast conferencing, all six users would send out five copies each of their audio and video data, resulting in 30 audio and 30 video streams which could potentially cause traffic congestion at some locations on the network.
IP multicast eliminates this volume of packets by using a single group IP address that can be joined by all six participants. Multicast aware routers route these one-to-many data streams efficiently by constructing a spanning tree in which there is only one path from one router to any other. Copies of the stream are made only when paths diverge, as shown in Figure 15.6.
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Figure 15.6   IP Multicasting Spanning Tree
IP multicasting uses a spanning tree algorithm to minimize network traffic while ensuring that all multicast recipients receive the data stream.
Without multicasting, the same information must either be carried over the network multiple times, one time for each recipient, or broadcast to everyone on the network, consuming unnecessary bandwidth and processing.
Allocating Multicast Addresses
IP multicast uses Class D Internet Protocol addresses to specify multicast host groups, ranging from 224.0.0.0 to 239.255.255.255. Both permanent and temporary group addresses are supported. Permanent addresses are assigned by the Internet Assigned Numbers Authority (IANA) and include 224.0.0.1, the all-hosts group used to address all multicast hosts on the local network, and 224.0.0.2, which addresses all routers on a LAN. The range of addresses between 224.0.0.0 and 224.0.0.255 is reserved for routing and other low-level network protocols. Other addresses and ranges have been reserved for applications, such as 224.0.13.000 to 224.0.13.255 for NetNews. For more information, see RFC 1700.
Windows 2000 includes a Multicast Address Dynamic Client Protocol (MADCAP) server that can be used to allocate a unique multicast IP address for the duration of the conference. TAPI provides an API that allows applications to make such ‘lease’ requests to the server and obtain a multicast address without intervention from the user. Such requests can be made automatically while the host is creating the conference, ensuring the availability of a unique IP address that other participants can join to participate in the conference.
Note   A MADCAP server must be running somewhere on an organization’s network to enable TAPI applications to obtain multicast IP addresses. For more information about MADCAP and its support in Windows 2000, see “Dynamic Host Configuration Protocol” in the TCP/IP Core Networking Guide.
Publishing Conference Objects
Once a host has determined the details of a conference, there are several possible ways to disseminate this information to potential participants. TAPI provides the means to publish these conferences on the Site Server ILS Service running on a centralized server, where all participants who have been granted access to the conference by the host are able to access this information. These conference objects are based on RFC 2327.
TAPI also provides the means for applications to access the Site Server ILS Service running on remote servers and allow users to browse the published conference objects and join conferences described in them.
The Phone Dialer application contains appropriate user interface elements to facilitate the creation, browsing, and joining of conferences.
Note   A Site Server ILS Service must be running on a server somewhere on an organization’s network to enable TAPI applications to create conference objects.
Site Server ILS Service uses Active Directory to publish its own location on the network. TAPI also provides facilities to enable TAPI applications to locate Site Server ILS servers by querying Active Directory. This eliminates the need for individual users to know the specifics about the location of ILS servers on which conferences might be published by conference hosts.
Session Description Protocol
Session Description Protocol (SDP) is an IETF standard for announcing multimedia conferences. The purpose of SDP is to publicize sufficient information about a conference (time, media, and location information) to allow prospective users to participate if they so choose. Originally designed to operate over the Internet MBONE, SDP has been integrated with Active Directory and Site Server ILS service by TAPI 3.0, thereby extending its functionality to LANs.
An SDP descriptor advertises the following attribute information about a conference:

Conference Name and Purpose

Conference Time

Conference Contact Information

Media Type (video, audio, and so on)

Media Format (H.261 Video, MPEG Video, and so on)

Transport Protocol (RTP/UDP/IP, H.320, and so on)

Media Multicast Address

Media Transport Port

Conference Bandwidth
A Session Description is broken into three main parts: a single Session Description, zero or more Time Descriptions, and zero or more Media Descriptions. The Session Description contains global attributes that apply to the whole conference or all media streams. Time Descriptions contain conference start, stop, and repeat time information, while Media Descriptions contain details that are specific to a particular media stream.
While traditional IP multicast conferences operating over the MBONE have advertised conferences using a push model based on the Session Announcement Protocol (SAP), TAPI 3.0 utilizes a pull-based approach using Windows 2000 Active Directory. This approach offers numerous advantages, among them bandwidth conservation and ease of administration.
Conference Security Model
The conference security system in TAPI 3.0 controls who can create, delete, and view conference announcements. Each object in Active Directory can be associated with an access control list (ACL) specifying object access rights on a user or group basis. By associating ACLs with SDP conference descriptors, as shown in Figure 15.7, conference creators can control who can enumerate and view conference announcements. User authentication is provided through Windows 2000 security.
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Figure 15.7   SDPs and ACLs
Session descriptors are transmitted from the Site Server ILS server to the user using the LDAP protocol on port 1002. Windows 2000 IP Security connections can be used to secure this transmission, ensuring that the SDP conference descriptors are safe from eavesdroppers.
Important   Current implementations do not support encryption of media streams to prevent unauthorized eavesdropping of multicast packets during transit on the network.
Routing and Remote Access Service Considerations
Routers and dial-up Routing and Remote Access service connection servers must be explicitly configured to route or forward multicast packets and Internet Group Management Protocol (IGMP) requests made by clients wishing to join multicast conferences. IGMP enables clients to make requests for joining multicast group addresses in which they are interested).
For information about how to configure the Windows 2000 remote access server to enable multicast routing on a network, see “Remote Access Server” in this book.
Troubleshooting
The following information can be of assistance when troubleshooting telephony deployments.
Troubleshooting PSTN Telephony
The following sections outline common problems and solutions for conventional (non-IP) Public Switched Telephone Network (PSTN) telephony deployment.
One or more client computers cannot “see” the telephony server
If the telephony server cannot be reached through the network, for example, a user cannot ‘ping’ the telephony server, it is possible that:
 1.
The telephony server has not been correctly set up. Consult Windows 2000 Server Help for how to manage telephony servers.
 2.
The Unicast IP protocol is not installed. Consult Windows 2000 Server Help for installing and troubleshooting Unicast IP.
 3.
A Windows 2000 domain has not been correctly established. Consult Windows 2000 Server Help for installing a domain controller.
One or more client computers cannot “see” lines on the telephony server
If one or more client computers cannot see the lines of a telephony server, it could be because they are unable to be authorized for access to lines on the telephony server. When a TAPI application accesses lines on the telephony server, the user context associated with the application process is first authenticated. This means that those lines must have been configured on the server to allow access by that client. If client cannot see lines on the telephony server, it is possible that:
 1.
The lines have not been configured on the server to allow access by the client. Consult Windows 2000 Server Help on how to set up and manage telephony servers.
 2.
The user process context in which the application is running has not been associated with lines. Consult Windows 2000 Server Help on how to manage TAPI clients and users on the server.
For information about Active Directory domains and trusts, and authorizing users, see Windows 2000 Server Help.
An application fails to start after you have cancelled the Location Information dialog box
If an application fails to start after you have cancelled out of the Location Information dialog box, the problem might be that address translation required by TAPI applications has not been specified. This can be solved by using the Local Information dialog box to enter your country/region code, local area code, and pulse or tone and external line access settings.
A client cannot “see” a new line appearance on the server, even though the server administrator has assigned the client to the line
When you assign a currently running client to a line on the telephony server, the new settings are not available until TAPI on the client computer restarts. The solution is to stop all client TAPI applications so that TAPI shuts down. When the client applications restart, they are able to see the newly allocated lines.
For information about how to manage TAPI clients and users, see Windows 2000 Server Help.
Troubleshooting H.323 Calls and Multicast Conferencing
Users of H.323 or multicast conferences might encounter problems connecting with other users or receiving audio or video.
If audio problems occur
If audio problems occur in H.323 or multicast video conferences, the microphones or sound cards on the client computers might be incorrectly configured or malfunctioning.
To diagnose sound hardware on client computers, start the Sound Recorder application by clicking Start, pointing to Programs, Accessories, Entertainment, and then clicking Sound Recorder, or by typing sndrec32 at the command prompt. Make a recording of your own voice using Sound Recorder, and then play it back. If there is no sound, check if the microphone is properly plugged in.
If the Sound Recorder test works properly but you continue to have audio problems, verify that the sound settings are correct on all client computers.
To verify sound settings through Volume Control
 1.
Click Start and point to Programs, Accessories, Entertainment, and select Volume Control.
 2.
In the Volume Control dialog box, select Options, Properties, and then click Playback. Make sure that the Wave and Microphone checkboxes are selected. You might have to scroll the window in order to see these settings.
 3.
Click OK.
 4.
Select the Mute checkbox in the Microphone column if it is not checked. This will prevent speech from being echoed locally (played back on the speaker’s computer).
 5.
If the voices of all other conference participants are too loud or too quiet, adjust the Volume Control and/or Wave sliders downwards or upwards as needed.
 6.
Select Options, Properties and then click Recording. Select all of the checkboxes in the window at the bottom of the dialog box. (You might have to scroll the window in order to see these settings.)
 7.
Click OK.
 8.
Select the Mute checkboxes in all of the columns except for the Microphone column if they are not already checked. Make sure that the Mute checkbox in the Microphone is left unchecked. This will allow your speech to be sent to the conference, but will prevent other sounds, including those of other conference participants, from being transmitted from your computer.
 9.
If other conference participants are dissatisfied with the level of sound, adjust the Microphone slider downwards or upwards as needed.
Note   A single incorrectly configured computer can cause audio problems or echoes for all other conference participants.
If you continue to encounter audio problems after adjusting the sound settings, check if the affected computers have full-duplex sound cards. Full-duplex sound cards are capable of capturing and playing audio simultaneously, while half-duplex sound cards can only do one at a time. Most modern sound cards are full-duplex, but many older sound cards are only half-duplex.
To check if the sound card on your computer supports full-duplex audio, start Sound Recorder and record a speech sample for approximately thirty seconds. After this is complete, open a second instance of Sound Recorder. Play the sample you recorded using the first instance of Sound Recorder, and while this is playing, attempt to record a sample using the second instance of Sound Recorder. If the second instance of Sound Recorder is unable to properly record a sample while the first instance is recording, the sound card does not support full-duplex audio, and thus will not work with TAPI.
If sound is distorted or otherwise continues to malfunction after you attempt the above procedures, there is most likely a problem with the microphone, sound card hardware, or sound card driver. Check with the manufacturer of your sound cards to ensure that you are using the most recent Windows 2000 drivers. Also, replace the microphones and sound cards on affected computers and attempt these tests again.
If audio echo occurs
Audio echo is a common problem with audio conferencing systems. It originates in the local audio loop-back that happens when a user’s microphone picks up sounds from their speakers and transmits it back to the other participants. Normal conversation can become impossible for other participants in the conference when very sensitive microphones are used, speaker level is high, or the microphone and speakers are placed in close proximity to each other.
One of the easiest ways to completely eliminate audio echo is to use audio headsets. These work by eliminating the possibility of a user’s microphone picking up sound that is being received from other conference participants.
A more expensive solution is to use special microphones with built-in echo-canceling capabilities. These microphones detect and cancel out echo. The main advantage to these is that users do not have to wear headsets. Echo-canceling microphones are also a necessity for conference rooms because using headphones is not a practical solution.
If video problems occur
If the video image of an H.323 conference participant cannot be seen by the other party, or if the image of a multicast conference participant cannot be see by all of the other endpoints, the computer’s video capture device might not be working properly. When using Phone Dialer, participants should be able to see their own video image whenever they participate in videoconferences. If this is not the case, run the camera troubleshooter included in Windows 2000 Professional Help.
Audio and video problems in multicast conferences can also be caused by multicast issues. The following sections describe how to diagnose and resolve  these problems using the MCAST tool included in the Resource Kit.
Verifying router configuration for multicast
Problems in multicast conferences can be caused by incorrect network configuration.
To verify router configuration for multicast
 1.
Enable multicast from a global context.
 2.
Determine the interfaces for which multicast is to be enabled.
 3.
Enable the use of multicast routing protocols on the selected interfaces. For example:

Protocol Independent Multicast (PIM) Sparse Mode for links that have limited bandwidth.

PIM Dense mode for links that have a large amount of bandwidth.

Distance Vector Multicast Routing Protocol (DVMDP).
 4.
If access lists are required, consult your router documentation.
Detailed router configuration data is usually available from the router vendor. Certain publications also contain information describing the configuration of routers and how the underlying protocols work. 
Verifying network is configured for multicast packets
If you are uncertain whether your network is configured to send and receive multicast packets, use the MCAST diagnostic tool. MCAST can send and receive multicast packets, helping you to determine which parts of your network are enabled for transmission of IP multicast packets. You can use this tool in send mode to set up multicast sources at different locations on your network, and in receive mode to determine the locations at which multicast traffic from these sources is being received.
To run MCAST as a multicast sender, use the following command-line on your Windows 2000–based computer:
MCAST /SEND /INTF:172.31.253.55 /GRPS:230.1.1.1 /INTVL:1000 /NUMPKTS:3600
MCAST will start sending multicast packets from the IP address 172.31.255.255 to the multicast group IP address 230.1.1.1 at the rate of 1 packet per every 1000 milliseconds. A total of 3600 packets will be sent over a one-hour period.
To run MCAST as a multicast receiver, use a command-line as follows:
MCAST /RECV /INTF: 172.31.255.255/GRPS:230.1.1.1
MCAST will start listening for multicast packets on its IP address 172.31.255.255 for the multicast group IP address 230.1.1.1. Received packets are displayed on the screen:
Started.... Waiting to receive packets...
Received [1]: [GOOD] SRC- 172.31.253.55 GRP- 230.1.1.1   TTL- 5 Len- 256
Received [2]: [GOOD] SRC- 172.31.253.55 GRP- 230.1.1.1   TTL- 5 Len- 256
Received [3]: [GOOD] SRC- 172.31.253.55 GRP- 230.1.1.1   TTL- 5 Len- 256
Received [4]: [GOOD] SRC- 172.31.253.55 GRP- 230.1.1.1   TTL- 5 Len- 256
Received [5]: [GOOD] SRC- 172.31.253.55 GRP- 230.1.1.1   TTL- 5 Len- 256
If unable to publish multicast conference invitations
If you are unable to publish multicast conference invitations, set up Site Server ILS Service. The Site Server ILS Service is an essential component of TAPI IP Multicast Conferencing. This server represents the meeting place where conference creators and participants go through their client software application to find the information they need to participate in a conference.
When a conference originator creates a new conference, the Windows Phone Dialer software automatically creates a conference object on the selected ILS server. Participants who are granted access to this conference by the conference originator can see the conference from their Phone Dialer’s view pane, and join it by double-clicking the conference name.
For documentation about installing ILS, refer to Windows 2000 Server Help.
If Windows 2000 Phone Dialer cannot see ILS
The Windows 2000 Phone Dialer application must know the location of the Site Server ILS Service to provide conference creation and joining facilities.
The Phone Dialer application can locate this information in Active Directory if the following conditions are fulfilled:

The computer running the Phone Dialer application is part of a Windows 2000 domain.

The user is logged on using a Windows 2000 domain account.

The ILS server location is published in Active Directory.
Using Active Directory in this way means that users do not need to know the location of the ILS server on their network or manually enter that information into their Phone Dialer application. This makes using IP Multicast Conferencing with Windows 2000 easier for client.
For more information about installing domain controllers and the Active Directory, see Windows 2000 Server Help.
If a computer or user cannot access Active Directory
All of the Windows 2000 components required to support TAPI Multicast Conferencing on a client computer are installed, by default, in Windows 2000 Professional and Windows 2000 Server. However, in order for a computer or a user to use TAPI Multicast Conferencing, they need to be added to a Windows 2000 domain. If machine or user accounts for Windows 2000 domain are not created, users cannot access Active Directory and will need to add their ILS servers to the Phone Dialer application manually.
Additional Resources

For more information about IP multicast, see Deploying IP Multicast in the Enterprise by Thomas A. Maufer, 1998, Upper Saddle River, NJ: Prentice Hall PTR.
