Chapter 11 - Planning a Reliable Configuration
Planning a configuration well facilitates data backup and security, maintenance and record-keeping, and the prevention or handling of contingencies, such as system failure or natural disaster. The following discussion includes realistic scenarios and checklists that you can adapt to your organization.
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
For more information about file systems, see “File Systems” in this book.

For more information about recovery, see “Repair, Recovery, and Restore” in this book.

For more information about security features and policies, see the Microsoft® Windows® 2000 Server Resource Kit Distributed Systems Guide.
Planning Considerations
When planning a configuration that includes computers running Microsoft® Windows® 2000 Server and Microsoft® Windows® 2000 Professional, consider the following questions: 

How many computers running Windows 2000 Server and how many computers running Windows 2000 Professional do you need for your company?

Are there computers running operating systems other than Windows 2000 Server and Windows 2000 Professional in your enterprise?

Where do the computers need to be located, and how do they need to be connected?

How many single points of failure can you tolerate in your enterprise?

What methods can you implement for fault tolerance — the ability of a system to function when a computer component fails?

What data on the computers needs to be backed up, and what is your backup strategy?

What records do you need to maintain to troubleshoot problems or recover from failures?

Have you developed and tested solutions for emergencies such as fire, flood, or power outage?
For each computer that uses Windows 2000 Server or Windows 2000 Professional, consider the following questions: 

What file systems are appropriate?

How many controllers and disks are needed, and how do they need to be configured?

Does some data need to be configured on fault-tolerant volumes?

If so, does fault-tolerant hardware need to be used on a computer running Windows 2000 Professional or Windows 2000 Server?

Or do you want to use the fault-tolerant features available with Windows 2000 Server?
Climate Control 
If the weather at the location of your company requires heating or cooling within the building to keep your computers and network devices within required operating temperatures, consider making the climate control system fault tolerant as well.
Software Failure
Find a vendor who can provide the support you need in case of software failure. If your company does not already have a technical support group to assist users when there are software problems, form one.
Power Control
Use an uninterruptible power supply (UPS) and battery backup to enhance fault tolerance. For more information about uninterruptible power supplies, see “Using an Uninterruptible Power Supply” later in this chapter.
Approaches to Planning
Three proven approaches to planning include: top-down execution and responsibility, bottom-up execution and responsibility, and top-down policy and bottom-up planning and execution. Whatever approach you use, ongoing improvement and updates are better than total revision when new information, policies, or procedures occur.
Top-down execution and responsibility   One department in the company is responsible for planning and coordinating policies and procedures. A centralized operations staff might be responsible for all or most computers running Windows 2000 and for executing backups. This method allows for creating a specialized group to develop procedures, procure and install hardware, conduct tests, and train personnel. Two disadvantages to this approach are that the specialists might not understand how data from the various departments relates to the overall business, and each department might not get appropriate attention.
Bottom-up execution and responsibility   Each department is responsible for developing and implementing its own plans. Each department might also be responsible for the computers that its members use and for developing backup procedures. It is the department manager who best understands the impact of data loss. However, this approach can be costly because each department must train its own personnel and do its own research.
Top-down policy and bottom-up planning and execution   One department develops the planning policy, which includes overall planning guidelines. Each department is responsible for developing and implementing its own plans and procedures. This method offers a consistent approach, which helps to ensure that each department knows the important details for a successful operation.
System Maintenance
Routine, planned maintenance can prevent problems or minimize the effects when they occur. For example, if there are file system problems, you might not know about them until you restart the computer, when Chkdsk alerts you to the errors. 
System administrators need to check both the system and application event logs daily. Impending file system problems can show up as errors in the system log before the file system is corrupted. Investigate any messages in the event log from FTDisk, Dmio, or disk device drivers.
Because disk fragmentation can cause performance problems, consider running a defragmentation program on a regular basis. You can use the Disk Defragmenter that is included with Windows 2000, or you can use a third-party defragmentation utility that runs under Windows 2000 and can defragment file allocation table (FAT) and NTFS file system volumes. 
Planning for Security
It is important to minimize the possibility of human error or deliberate sabotage. If anyone can access a computer running Windows 2000 and restart it, security software cannot protect your data from being damaged or stolen.
You can implement procedures that restrict physical access to your entire facility or to certain areas to which various personnel need access. Some ways to protect data include keeping computers in secure offices and password-protecting screen savers. Run virus checks on floppy disks before using them or disable floppy disk drives, which can sometimes be done by using Basic Input/Output System (BIOS) options. You can also run virus checks on a computer or physically disconnect it.
Windows 2000 allows you to create a profile for each user and restrict user access to files and servers, but no amount of planning can anticipate all the ways that data or computers can be damaged. Therefore, backup is a crucial part of your security and storage procedures. For more information about planning backup and storage procedures, see “Backup” in this book.
Windows 2000 includes auditing software that writes information to a security log whenever there is an attempt to breach security. You can log access to files and all logon attempts, valid or invalid. Your audit policy determines the types of events that are recorded in the security log. For more information, see Windows 2000 Server Help.
Hardware and Software Upgrades
Even though you cannot avoid hardware and software upgrades, planning when and how to do them can minimize the time that an upgrade takes and can reduce the risk of failure. 
When upgrading hardware or software keep the following in mind:

Always back up important data files.

Always back up the registry, master boot record (MBR), boot sector, and other critical system data.

Maintain a current Emergency Repair Disk (ERD) for each computer.

Maintain records about the computer configuration, such as jumper and DIP switch settings, interrupt requests (IRQs), and the hard disk configuration.
See the Microsoft® Windows® 2000 Server Resource Kit Deployment Planning Guide for more information about deploying Windows 2000. 
Contingency Planning
There are several topics that you need to keep in mind during your contingency planning.
Disaster Planning
Just as every business needs to plan and budget for future growth, you need to plan for dealing with total or partial loss of business data. To determine what provisions to make for partial or complete loss of data, estimate the approximate cost in time and money to rebuild or replace critical data. Consider the following questions:

Do you know the cost of reconstructing your company’s financial, personnel, and other business data?

Do you know if your business insurance would cover any or all of the cost of replacing data?

Do you know how long it would take to reconstruct your business data? How might this affect future business?

Do you know the cost per hour of computer downtime?
To prevent a natural disaster or sabotage from becoming a financial disaster for your business, test your plan for recovering and restoring critical data. Keep copies of your disaster recovery plan at on-site and off-site locations. Key personnel also need to keep a copy of critical data at home.
Because many books and magazine articles discuss disaster planning and recovery in detail, this section suggests topics to explore further instead of presenting detailed disaster plans to implement. Your insurance company can provide you with current and specific information for your situation.
The following are some important issues to consider when developing a comprehensive disaster plan to incorporate into your daily operations.

What data do you need to back up, and how often do you need to do backups?

What critical computer or other hardware configuration information, not saved during normal tape backups, needs to be saved?

What data needs to be stored on-site or off-site, and how does it need to be stored?

What training enables operators and administrators to respond quickly and effectively in an emergency?
Assessing the Probability of Failure
Mean time between failures (MTBF) information supplied by some equipment manufacturers is generally only helpful if you do extensive analysis and modeling based on your company’s pattern of use. Thus, it is recommended that MTBF information be used only as a relative measure of reliability. 
Maintaining a record of past failures and their causes can be very helpful. This information can help you categorize failures by type, such as:

Hardware failure on a server, client, or network component.

Software failure of the operating system or applications on a server or client.

Administrative error.

User error.

Deliberate damage, such as sabotage or a virus.
The following questions can help you analyze failures and your procedures for handling them:

What was done or can be done to solve the problem?

How long would or did the solution take?

What would or did the solution cost? 

What actions have you taken to reduce the recurrence of each recorded failure? 

What changes have you made that might affect the number of failures? Changes might include the size of local area networks (LANs) or wide area networks (WANs), or the number of:

Servers

Clients

Users

Administrators

Intermediary devices

External connections
Estimating Replacement Costs
There are several ways to measure the costs of recovering from problems. Some are easy to calculate, such as:

Replacing file servers, mail servers, or print servers.

Replacing servers running applications such as Microsoft® SQL Server™ or the Microsoft® Systems Management Server. 

Replacing gateway servers running Routing and Remote Access, Microsoft® SNA Server, Proxy Service, or Novell NetWare.

Replacing workstations for personnel.

Replacing computer components, such as hard disks and network adapters.

Replacing products that have a set shelf life.
Far more difficult to measure, but just as devastating, are the invisible costs of computer downtime, such as lost sales, lost customer goodwill, lost productivity, increased costs for makeup time, missed contractual obligations, and loss of competitiveness.
If you have kept records of failures, you might find them useful in your contingency planning. You can investigate ways to avoid each failure, or to minimize the downtime associated with the failure. If you have cost information for the failures, you can then compare the cost of each failure to the cost of preventing or minimizing the failure. Table 11.1 describes two examples of failure, the costs related to each failure, and the effects of implementing solutions or workarounds to avoid future failures.
Table 11.1   Examples of the Effects of Failure 
Category
Example One
Example Two
Failure description
File server in sales department down, network adapter failure 
Router failure between development and testing department
Effect
Lost sales
Lost productivity of employees
Total downtime last year
Three hours
16 hours
Costs of failure per hour 
$10,000 
Average hourly wage of 10 affected employees is $18/hr
Annual downtime costs
$30,000
$2,880
Possible resolution or workaround
Three spare network adapters at $100 each
Put an alternate router in place or obtain a spare router
Expected costs of resolution or workaround
$300
$500 – $2,000
Estimated savings during first year with resolution in place
$29,700
$880 – $2,380
Planning Tasks
Maintaining information about your hardware and software configurations, developing plans to deal with specific types of failure, and training personnel to handle recovery tasks can help minimize the effects on your systems and reduce costs incurred from downtime.
Maintaining Configuration and System Information
Hardware failures, power failures, and human errors can prevent Windows 2000 from starting successfully. Recovery is easier if you know the configuration of each computer and its history and if you back up critical system files when making changes to your Windows 2000 configuration.
Important   If you have a clustered system and a disaster occurs, you need to recreate your disk structures and signatures. Write down this information and store it safely. If this information is not recorded, it cannot be recovered. 
You can also use the DumpConfig command-line utility (Dumpconfig.exe) to output a computer’s disk and volume configuration information to the command-line window or to a text file. In the event of disk failure, you can use this information to restore disk, partition, and volume configurations. When the Disk Management snap-in is displayed, you can record your disk configuration by printing the display or saving it to a file. 
It is strongly recommended that you create a technical reference library for all hardware and software documentation. This library can also include other documentation related to your computers that you want to have in a central location. Useful materials to include in this library include:

Vendor documentation, including manuals, receipts, warranties, proofs of purchase, and so on.

Insurance policy and any claims.

Information about any kits, tools, and add-ons that you have installed.

All internal documentation that you have generated, including policies, procedures, and training guides.

Hardware configuration information for each computer, including:

Location, cabling, intermediary devices, and external connections.

Computer type, and the models and serial numbers of system components. 

Computer BIOS manufacturer, revision level, and BIOS modifications.

CMOS information.

For each component, information such as IRQ, direct memory access (DMA) addresses, and the input/output (I/O) port.

Amount of parity or nonparity random access memory (RAM).

Information about the video display and the video card.

Complete configuration of the disk subsystem, including the make, model, and serial number of each disk and controller, and their type, such as Small Computer System Interface (SCSI) or Enhanced Integrated Device Electronics (EIDE).

Configuration information for other storage media, such as tape, optical disk, or removable disk.

Types and configuration of network adapters.

Configuration information about any other adapters, such as multiple port adapters.

Software configuration information and backups for each computer, including:

Disk map, noting location, type, and size of each partition, logical drive, and dynamic volume.

System state data backups.

The Windows 2000 Setup floppy disks created from the Windows 2000 Setup CD which can be used to start a disabled system.

Windows 2000 versions installed and the partitions on which they are installed.

User information, including which users are allocated disk space and what utilities and application programs they are using.

Applications and the volumes on which they are installed.

Licensing information.

Any service packs installed.

All hotfixes installed.

All Software Support Disks installed, when applicable.

Updated contact information, including:

Appropriate personnel to respond to problems or emergencies.

Administrators.

Vendors and consultants.

Managers.

Critical users.
Developing a Recovery Plan
The skill and experience of support personnel is crucial in getting failed systems back online with minimal disruption to your business. They need to be trained to troubleshoot problems and to implement recovery procedures when problems occur.
In preparing a recovery plan, start by imagining some typical scenarios. Your plan needs to answer the following questions:

Does each operator know how to restart the computer when the disk containing the operating system fails?

Do you have a set of Windows 2000 Setup floppy disks that you can use to start a disabled Windows 2000 computer? Do you have a Windows 2000 startup floppy disk? 

When was the last time you tested the Windows 2000 Setup floppy disks or the Windows 2000 startup floppy disk?

If a controller fails, how long will it take to replace the controller? Is the hardware configuration information immediately available?

If a hard-disk drive fails, do you know how to replace it? If the drive was part of a fault-tolerant disk set, can you replace the disk and quickly fix the mirrored or RAID-5 volume? 
Efficient recovery from system failures requires practice. Schedule drills several times a year that simulate computer crashes and disk failures. 
Computers that have recently been taken out of service or are being prepared for production service can be used for training, or you can configure computers specifically for testing and training. Use training sessions and drills to update and document recovery procedures.
Testing Your System for Possible Problems
Testing is an important component of your contingency planning. You can use testing to try to predict failure situations and to practice recovery procedures. Be sure to stress test all functionality.
The following list identifies some of the failures that you need to test:

Individual computer components, such as hard disks, controllers, processors, and RAM.

External components such as routers, bridges, switches, cables, and connectors.
The following are some useful situations to simulate in your stress tests:

Heavy network loads.

Heavy disk I/O to the same disk.

Heavy use of file, print, and applications servers.

Large number of users simultaneously logging on.
Testing Recovery Procedures
Once you have created a set of Windows 2000 Setup floppy disks, a Windows 2000 startup floppy disk, and an ERD, and have backed up the system state data, use the floppy disks, ERD, safe mode and the Recovery Console to practice recovering from problems. This can help you to be diligent about making backups of the system state data and user data. This can also help you determine how long these procedures take to accomplish.
Your testing needs to help you determine the best recovery procedure for a particular situation. Determine when to use the set of Windows 2000 Setup floppy disks, the Windows 2000 startup floppy disk, safe mode, and the Recovery Console to restart your computer and when to use the ERD and Backup to replace files. 
Your test computer needs to allow you to conduct the following tests:

Look at the MBRs, partition tables, and boot sectors. 

Find the backup boot sector on an NTFS partition.

Deliberately destroy and recover MBRs and boot sectors. 

Delete Windows 2000 system files and restore them by using the ERD.
Be sure to test recovery procedures before bringing a new computer or server into production. Every operator needs to have both primary and refresher training in recovering from the most common causes of unexpected downtime. Testing needs to include:

Testing the UPS on the computer running Windows 2000 Server and on hubs, routers, and other network components.

Testing the disaster plan.

Restoring from your backups.

Testing your ability to rebuild mirrored and RAID-5 volumes if you are running Windows 2000 Server and using software fault-tolerant volumes (a mirrored volume or a RAID-5 volume) or using hardware RAID arrays. 
If a network adapter or other network component fails on the domain controller, the server operator needs to be familiar with the procedure for promoting a member server to be a domain controller, and demoting the failed server. Someone who is familiar with the procedure for reinstalling and reconfiguring the network adapter also needs to be available.
If a data volume fails, the operator must be able to restore the data from backup quickly and efficiently. The restore procedure needs to be tested frequently, both to ensure the skill of the operator and to test the quality of the backup tapes. The only way to test the quality of backup tapes is to do a full restore, which guarantees that the data is up-to-date and of consistent quality.
If your backup procedures involve the use of other computers running Windows 2000 Server or Windows 2000 Professional, verify that those backup and restore procedures work as expected. 
Documenting Recovery Procedures
You need to develop step-by-step procedures for recovering from a variety of potential failures. You can use these procedures for:

Testing a new computer before putting the computer into a production environment.

Training new administrators and operators.

Creating an operations handbook, including procedures for setting up new user accounts, conducting backups, maintaining ERDs, and completing other common administrative tasks.
Update your documentation when you make configuration changes to your computers or network, especially when you install a new operating system or change the utilities that you use to maintain your system.
Training Personnel for Recovery
Properly trained personnel can reduce the likelihood of failures and can reduce their severity when they do occur. 
Effective training must start with the basics. Administrators and operators need to have a good understanding of Windows 2000 Server and Windows 2000 Professional. The Microsoft Certified Professional Program is a good starting point.
The following are several training and technical support options that can help you prepare to handle problems:

Access Microsoft and vendor information through the Internet.

Subscribe to TechNet.

Have support personnel complete self-study programs. 

Enroll support personnel in vendor-approved or third-party courses.

Enroll support personnel in certification courses in the use and troubleshooting of system hardware and software.

Create a technical library that is available for personnel.

Develop your own training courses.
You can also contract with Microsoft, hardware vendors, and third-party consultants for support. For more information about technical support options available to Microsoft customers, see “Troubleshooting Strategies” in this book. 
Creating a Set of Windows 2000 Setup Floppy Disks
To prepare for the possibility of a system failure on a computer that cannot be started from the CD-ROM drive, you need to create a set of four Windows 2000 Setup floppy disks that you can use to start the computer. 
Use the Windows 2000 Setup floppy disks under the following circumstances: starting setup, starting the Recovery Console, and starting the Emergency Repair Process. However, before deciding that a computer must be started from a CD-ROM or floppy disks, try starting the computer in safe mode. After you have started the disabled computer from the Windows 2000 Setup floppy disks, you can use either the Recovery Console or the ERD, if you have prepared one. For more information about safe mode, the Recovery Console and the Emergency Repair Process, see “Startup Process” and “Repair, Recovery, and Restore” in this book.
You can create floppy disks for starting a disabled system by using the Windows 2000 Setup CD on any computer that is running Windows 2000. You need four blank, formatted, 3.5-inch, 1.44-MB floppy disks. Label them as follows:

Windows 2000 Setup Boot Disk 

Windows 2000 Setup Disk #2 

Windows 2000 Setup Disk #3

Windows 2000 Setup Disk #4 
The Windows 2000 Setup floppy disks must match the operating system on the computer that you want to start. You cannot use Windows 2000 Setup floppy disks created from the Windows 2000 Professional Setup CD to start a computer that is running Windows 2000 Server. 
Note   Recreate your Windows 2000 Setup floppy disks after installing any Windows 2000 service packs.
To create the Windows 2000 Setup floppy disks
 1.
Insert a blank, formatted 1.44-MB disk into the floppy disk drive on a computer that is running Windows 2000.
 2.
Insert the Windows 2000 Server Setup CD.
 3.
Click Start, and then click Run.
 4.
In Open, type:

d:\bootdisk\makebt32 a: 

Where d: is the drive letter assigned to your CD-ROM drive, and then click OK.
 5.
Follow the screen prompts.

Note   Makebt32.exe runs under Windows 2000, Microsoft® Windows NT® version 4.0 and Microsoft® Windows NT® version 3.51. If you are using a computer that is running Microsoft® MS-DOS®, Microsoft® Windows®98, or Microsoft® Windows® 95 to create the Setup floppy disks, in Step 4, type:

d:\bootdisk\makeboot a: 
Creating a Windows 2000 Startup Floppy Disk
You can use the Windows 2000 startup floppy disk to access a drive with a faulty startup sequence. This disk can access a drive that has either the NTFS, FAT16, or FAT32 file system installed. The Windows 2000 startup floppy disk can help with the following startup problems: 
Corrupted boot sector.

Corrupted MBR.

Virus infections.

Missing or corrupt NTLDR or Ntdetect.com.

Incorrect Ntbootdd.sys.
The Windows 2000 startup floppy disk can also be used to start from the surviving member of a mirrored volume. However, it might be necessary to modify the file Boot.ini first. 
The Windows 2000 startup floppy disk cannot be used for the following problems: 

Incorrect or corrupted device drivers that have been installed into the Windows 2000 System directory. 

Startup problems that occur after the boot loader starts. 
Use the emergency repair process to work around or fix these problems. On the Windows 2000 Advanced Options menu, choose Last Known Good Configuration or, if necessary, reinstall Windows 2000. For more information about the emergency repair process, see “Repair, Recovery, and Restore” in this book. For more information about the Last Known Good Configuration, see “Startup Process” in this book.
Note   The Windows 2000 startup floppy disk must include the files NTLDR, Ntdetect.com, Boot.ini, and the correct device driver for your hard disk drive. NTLDR, Ntdetect.com, and Boot.ini usually have their file attributes set to system, hidden, and read-only. You do not need to reset these attributes for the Windows 2000 Startup disk to work properly. 
To create a Windows 2000 startup floppy disk
 1.
Insert a blank, formatted 1.44-MB disk into the floppy disk drive on a computer that is running Windows 2000.
 2.
Copy NTLDR, Ntdetect.com, and Boot.ini from the Windows 2000 Setup CD to the floppy disk. 
 3.
If you have a SCSI system and the SCSI BIOS is not enabled, copy Ntbootdd.sys to the floppy disk. 
Important   Recreate your Windows 2000 startup floppy disk after the installation of any Windows 2000 service pack. 
If you are making a Windows 2000 startup floppy disk while your computer is still functional, copy Boot.ini from the hard disk drive. If you have not yet made a Windows 2000 startup floppy disk and you are encountering problems, you must get the files from another Windows 2000 computer and modify Boot.ini to match the configuration of the computer that is having problems.
For more information about creating and using a Windows 2000 startup floppy disk, see the Microsoft Knowledge Base link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.
Planning a Fault-Tolerant Disk Configuration
A redundant array of independent disks (RAID) is a fault-tolerant disk configuration in which part of the physical storage capacity contains redundant information about data stored on the disks. The redundant information is either parity information (in the case of a RAID-5 volume), or a complete, separate copy of the data (in the case of a mirrored volume). The redundant information enables regeneration of the data if one of the disks or the access path to it fails, or a sector on the disk cannot be read. Windows 2000 Server implements these fault-tolerant configurations in its software. Use Disk Management, shown in Figure 11.1, to configure mirrored volumes and RAID-5 volumes, and to reconstruct the volume when there has been a failure.
Note   You can also use hardware RAID arrays.
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Figure 11.1   Disk Management
Table 11.2 shows the volume status descriptions that appear in the graphical view of the volume and in the Status column of the volume in List view.
Table 11.2   Disk Management Volume Status Descriptions
Volume Status
Description
Healthy
The volume is accessible and has no known problems. This is the normal volume status. No user action is required. Both dynamic volumes and basic volumes display the Healthy status.
Healthy (At Risk)
The dynamic volume is currently accessible, but I/O errors have been detected on the underlying disk. If an I/O error is detected on any part of a disk, all volumes on the disk display the Healthy (At Risk) status. Only dynamic volumes display the Healthy (At Risk) status.
Initializing
The dynamic volume is being initialized. Only dynamic volumes display the Initializing status.
Resynching
The volume’s mirrors are being resynchronized so that volume mirrors contain identical data. 
Regenerating
Data and parity are being regenerated for the RAID-5 volume. 
Failed Redundancy
The data on the volume is no longer fault tolerant because one of the underlying disks is not online. The Failed Redundancy status applies only to mirrored or RAID-5 volumes. 
Failed Redundancy (At Risk)
The data on the volume is no longer fault tolerant and I/O errors have been detected on the underlying disk. If an I/O error is detected on any part of a disk, all volumes on the disk display the (At Risk) status. Only dynamic mirrored or RAID-5 volumes display the Failed Redundancy (At Risk) status.  
Failed
The volume cannot be started automatically. Both dynamic and basic volumes display the Failed Status.
Missing
A dynamic disk is corrupted, powered down, or disconnected.
Certain disk subsystems implement RAID technology completely within the hardware. Some of these hardware implementations support hot swapping of disks, which enables you to replace a failed disk while the computer is still running Windows 2000 Server. A RAID array is a fault-tolerant disk subsystem where all of the fault tolerance is implemented by the hardware. For information about RAID arrays that are compatible with Windows 2000, see the Windows 2000 Hardware Compatibility List (HCL) link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.
All RAID disk configurations regenerate data to satisfy read requests when a disk or a path to a disk has failed. Regeneration involves reading data from other disks in the volume. RAID disk configurations also reconstruct the missing data onto the new disk when you have replaced the failed disk (or the path to it). When you have implemented a fault-tolerant volume, use Disk Management reconstruct the data. If you are using a RAID array, see the vendor’s documentation for information about reconstructing data.
Configuring mirrored volumes and RAID-5 volumes is discussed later in this chapter. For more information about recovering from failures of mirrored volumes and RAID-5 volumes, see “Repair, Recovery, and Restore” in this book.
Dynamic Disks and Disk Groups
Windows 2000 uses a new disk layout that extends beyond disk partitioning. New to Windows 2000 are dynamic disks and Disk Groups. Dynamic disks allow more flexibility during configuration than basic disks. For example, dynamic disks allow you to increase the size of a volume or add a mirrored volume without restarting the computer. A Disk Group is a collection of disks managed as a collection that helps you organize dynamic disks and helps prevent data loss. 
Disk Groups are unique to dynamic disks. Each disk in a Disk Group stores replicas of the same configuration data. This configuration data is stored in a 1-megabyte (MB) region at the end of each dynamic disk. Since this information is contained on each disk, you can move them to another computer or install another disk without losing this information. All dynamic disks in a computer are members of the same Disk Group and have the following characteristics:

They overcome partitioning rules from Windows NT 4.0.

They extend or create fault-tolerant sets without the need to restart the computer.

They are not registry dependent: that is, disk information for both basic and dynamic disks and fault tolerance information for dynamic disks is kept on the disk in Windows 2000.
Note   To simplify use with docking stations, you cannot use dynamic disks on portable computers. Also, you cannot use dynamic disks on removable media. This simplifies movement of media between machines.
Converting Basic Disks to Dynamic Disks
In Windows 2000, you can convert a basic disk to a dynamic disk. When you convert a disk, any existing partitions or fault tolerance structures on the disk are checked and then the disk is assigned a Disk Group identity and a copy of the current Disk Group configuration. Windows 2000 also adds dynamic volumes to the configuration. 
Note   By default, when you add a disk to an existing computer, it is considered a new disk. New disks are always dynamic disks.
Moving Disks
You can move basic and dynamic disks from one computer to another. For both basic and dynamic disks, you need to physically move the disk from the computer, and then either restart the computer or use the Rescan Disks command on the Action menu of Disk Management. 
When you remove a dynamic disk from a computer, the remaining online dynamic disks retain information about it and its volumes. The removed disk is displayed in Disk Management as a Dynamic/Offline disk and assigned the status of “Missing.” 
You need at least one online dynamic disk to retain information about Missing disks and their volumes. When you remove the last dynamic disk, you lose the information, and the Missing disks are no longer displayed in Disk Management.
Note   When you move basic fault-tolerant sets from a computer running Windows NT 4.0, you need to save the configuration to a floppy disk, and then use Disk Management to restore the hard disk configuration. It is strongly recommended that you move all disks from the fault-tolerant set. 
Connecting New Disks to a Computer
After you connect the disks to the new computer, from the Disk Management snap-in, select Rescan Disks on the Action menu. The New Signature Wizard is displayed. When you physically connect a dynamic disk, the rescan causes the disk to be displayed in Disk Management as Dynamic/Foreign. You might need to convert it to Dynamic/Online, and then activate the volumes. When you connect a new disk to a computer, or rescan the dynamic mirrored volume and move only one disk, it displays as Dynamic/Offline, and you need to manually activate it.
Note   When you connect a basic disk with existing partitions, you must select Rescan Disks from the Disk Management snap-in.
Importing Foreign Disks
If you move one or more disks from a Disk Group to another computer that contains its own Disk Group, the Disk Group you moved is marked as Foreign until you import it into the existing group. 
To use Foreign/Dynamic disks, use the Import Foreign Disks operation associated with one of the disks. The manual operation lists one or more Disk Groups, identified by the name of the computer where they were created. If you expand the details on a Disk Group, it lists the locally-connected disks that are members. Click the appropriate Disk Group, and then click OK. You can then view the dialog box that lists volumes that were found in the Disk Group, along with some indication of the status of those volumes.
Since volumes can span multiple disks using simple disk spanning, striping, mirroring, or RAID-5 redundancy mechanisms, the display status of a volume in the Import Foreign Disks dialog box can become complicated if not all of the disks have been moved. Another complication can arise from moving a disk, and then later moving additional disks. This is supported, but can be complicated. For this reason, all fault tolerant and non-fault-tolerant volumes that span disks should be moved at the same time. 
The state of a volume after import depends on whether the volume is simple, mirrored, RAID-5, or spans multiple disks (simple striping behaves like spanning in this respect). It also depends on if the whole or part of the volume is moved, and if the volume is moved incrementally. The state depends on whether changes to the configuration of a partially moved volume were made on the original or the new computer: 

When all disks that contain parts of a volume are concurrently moved from one computer to another, the state of the volume after the import is identical to the original state. All simple volumes on any moved disks are recovered to their original state. 

On a non-redundant volume that spans multiple disks, if only some disks are moved from one system to another, the volume is disabled during import: it also becomes disabled on the original system. As long as the volume is not deleted on either the original or the target system, the remaining disks can be moved later. When all disks are finally moved over, the volume is recovered to its original state. 

RAID-5 volumes can remain online if they are missing one disk. The status of the volume is displayed as either Failed Redundancy or Failed Redundancy (At Risk). If a disk is moved to a different computer, all or all but one of the disks must be moved. If all disks are moved, the status of the volume cycles from Regenerating to Healthy. If all but one of the disks are moved, the status of the volume is Failed Redundancy (At Risk). Whether the volume remains online depends on whether the data is known to be valid or can be regenerated from the parity and the data. Parity starts out as invalid when a RAID-5 volume is first created, since the parity blocks must be computed, which takes time. Parity is also marked as invalid after a system crash, because an in-progress write can leave a discrepancy between parity blocks and the corresponding data blocks. If the parity of a RAID-5 volume is valid, one disk can be missing and the RAID-5 volume still becomes (or remains) online. If parity is not valid, then all parts of the RAID-5 volume need to be available for the volume to become (or remain) online. 

If both halves of a mirrored volume are moved as a set, the volume functions normally and your data continues to be fault tolerant. If only one half of a mirrored volume is moved to another computer, and then you return it to the original computer, the two halves of the original mirrored volume do not function as a mirrored volume. To restore the mirrored volume, break the original mirrored volume and then recreate it. 

If one up-to-date mirror is moved first, the mirror on the resulting Missing disk (for the non-moved mirror) can be removed and reallocated to another disk. This leaves a fully mirrored volume on the target computer. In this case, if the second original mirror is moved over, it conflicts in a way that cannot be resolved readily. When this happens, the second mirror comes over as a new volume. 
Warning   Note that when removing and moving disks with mirrored volumes, if one of the volumes becomes damaged during the move, your data is no longer fault tolerant. 
It is better to remove all disks at the same time, and to add all disks at the same time. With SCSI disks, this is fairly easy: stop using the disks, and then defer the Rescan disks request until all disks are removed. 
With any kind of disk, turn off the original system before removing the disks, and then turn off the target system before adding the disks.
For information about disk groups, see the Knowledge Base link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.
Simple Volumes
Simple volumes are the dynamic disk equivalent of primary partitions in Windows NT 4.0 and earlier versions. When you have only one dynamic disk, you can only create a simple volume. Simple volumes can be created on dynamic disks only. They cannot contain partitions or logical drives, and they can only be accessed by Windows 2000. 
You can increase the size a simple volume to include unallocated space on the disk, but the volume must be formatted with the version of NTFS used in Windows 2000. You cannot increase the size of a simple volume that was converted from a basic disk partition. Increasing the size of a simple volume to include space on other disks of the same computer creates a spanned volume. 
Spanned Volumes
Spanned volumes are created from unallocated space from between two and 32 dynamic disks. The areas of unallocated space used to create spanned volumes can be of different sizes. You can increase the size of a spanned volume, but the volume must be formatted with NTFS.
After a spanned volume is extended, no portion of it can be deleted without deleting the entire spanned volume. Spanned volumes cannot be mirrored or striped and do not offer fault tolerance. If one of the disks containing a spanned volume fails, the entire volume fails. 
Note   Only Windows 2000 can recognize a spanned volume. On a multiple-boot computer, spanned volumes are unusable by other operating systems. 
Striped Volumes
Windows 2000 Server and Windows 2000 Professional provide software support for striped volumes, which are configured by using Disk Management. Striped volumes improve I/O performance by distributing I/O requests across disks. Striped volumes are composed of stripes of data of equal size written across each disk in the volume. They are created from equally sized, unallocated areas on up to 32 physical disks. For Windows 2000, the size of each stripe is 64 kilobytes (KB). 
Conceptually, a striped volume is similar to a table in a document, where a disk is a column and a stripe is one of the entries in the table. A stripe includes all of the entries in one row. Table 11.3 illustrates the structure of a striped volume and shows the order in which data is written to the striped volume.
Table 11.3   Structure of a Striped Volume
Stripe Number
Disk 1
Disk 2
Disk 3
Disk 4
Stripe 1
1 
2
3
4
Stripe 2
5
6
7
8
Stripe 3
9 
10
11
12
Stripe 4
13 
14
15
16
Stripe 5
17 
18
19
20
In the preceding table, stripe 1 consists of the four stripes that are the first block on each of the four disks. Stripe 5 is made up of the stripes that are the last block on each disk.
When you write data to a striped volume, the data is written across the stripes in the volume. Thus, using Table 11.3 as an example, a file of 325 KB could occupy the following space:

64 KB on stripe 1 of disk 1

64 KB on stripe 1 of disk 2

64 KB on stripe 1 of disk 3

64 KB on stripe 1 of disk 4

64 KB on stripe 2 of disk 1

5 KB on stripe 2 of disk 2
The physical disks in a striped volume do not need to be identical, but there must be unused space available on each disk that you want to include in the volume. You cannot increase the size of a striped volume after it is created. To change the size of a striped volume, you must first complete the following steps:

Back up the data.

Delete the striped volume by using Disk Management.

Create a new, larger, striped volume by using Disk Management.

Restore the data to the new striped volume.
Striped volumes do not contain redundant information. Therefore, the cost per megabyte on a striped volume is identical to that for the same amount of storage configured from a contiguous area on a single disk. If one disk fails, the whole striped volume fails and no data can be recovered. The reliability for the striped volume is less than the least reliable disk in the set.
Stripe sets are used for performance reasons. In general, striped volumes work well when you need to distribute I/O operations. Access to the data on a striped volume is usually faster than access to the same data would be on a single disk, because the I/O is spread across more than one disk. Therefore, Windows 2000 can be seeking on more than one disk at the same time, and can have simultaneous read or write operations occurring. 
A striped volume works well in the following situations:

When users need rapid read access to large databases or other data structures.

When storing program images, dynamic-link libraries (DLLs), or run-time libraries for rapid loading. Operating systems such as Windows 2000 that use memory mapped images can benefit from using striped volumes.

When collecting data from external sources at very high transfer rates. This is especially useful when collection is done asynchronously. 

When multiple independent applications require access to data stored on the striped volume. When the operating system supports asynchronous multithreading, which helps load balance disk read and write operations.
Mirrored Volumes
A mirrored volume provides an identical twin of the selected volume. All data written to the mirrored volume is written to both volumes, which results in disk capacity of only 50 percent. 
Note   In this chapter, the terms original disk and original volume refer to the original volume that the data was written to, and shadow disk and shadow volume refers to the disk or volume that contains the copy. 
Figure 11.2 shows a mirrored volume. To a user, only one read or write occurs to satisfy a request for data. For each user read request, Dmio.sys creates one read. For each user write request, Dmio.sys creates two writes. 
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Figure 11.2   Mirrored Volume
If there is a read failure on one of the disks, Dmio reads the data from the other disk in the mirrored volume. If there is a write failure on one of the disks in the mirrored volume, the remaining disk is used for all accesses. 
Because dual-write operations can degrade system performance, many mirrored volume configurations use duplexing, where each disk in the mirrored volume resides on its own disk controller.
Any volume can be mirrored, including the system and boot volumes. The disk that you select for the shadow volume does not need to be identical to the original disk in size, or in its number of tracks and cylinders. This means that you do not have to replace a failed disk with an identical model. The unused area that you select for the shadow volume cannot be smaller than the original volume. If the area that you select for the shadow volume is larger than the original, the extra space on the shadow disk can be configured as another volume.
Note   As with striped volumes, you cannot add disk space to a mirrored volume to increase the size of the volume later.
When compared to a RAID-5 volume, a mirrored volume implementation:

Has a lower entry cost because it requires only two disks, whereas a RAID-5 volume requires three or more disks, but does cost more per gigabyte.

Requires less system memory.

Provides very good overall performance.

Does not show performance degradation during a failure. However, in the event of a single write error, redundancy is lost.

Has a higher cost-per-megabyte. 
Note   The term system volume refers to the disk volume containing hardware-specific files needed to start Windows 2000 (such as the files NTLDR and Boot.ini). The boot volume contains the operating system files and support files. The boot volume and the system volume can be the same volume. 
A mirrored volume works well in the following situations:

When extremely high data reliability is required. A duplexed mirrored volume has the best data reliability because the entire I/O subsystem is duplicated.

When simplicity is important. Mirrored volumes are simple to understand and easy to set up.
You might not want to use a mirrored volume if cost is a critical factor. Mirrored volumes are the most expensive solution based on the cost per unit of data storage.
Advantages of Mirrored Volumes
Random disk read operations on mirrored volumes are more efficient than on a single volume. Dmio has the capacity to load balance read operations across the physical disks. With current SCSI technology, two disk read operations can be done simultaneously.  
Recovery from a disk failure is very rapid. Mirrored volumes offer the fastest data recovery, with the least impact on system performance, because the shadow volume contains all of the data. There is no data recomputation building needed to restore the system. When you configure your boot volume on a mirrored volume, you do not have to reinstall the Windows 2000 Server to be able to restart the computer.
Note   If a mirrored system fails, you do not need to restart the computer. The system continues to run and, if your hardware supports it, you can replace the failed drive then resynchronize the mirror. Resynchronization is the process by which a mirrored volume’s mirrors are made to contain identical data. During resynchronization, performance is affected because the computer is performing a lot of I/O operations. 
It is not necessary to use identical physical disks or to have the same volumes on each disk, although it is recommended that you use identical disks if you put your system volume on a mirrored volume. However, sufficient unused space on the second disk is required to create the shadow volume.
Disadvantages of Mirrored Volumes
Disk write operations are less efficient. Because data must be written to both disks, there is a slight performance penalty. However, the penalty is not 100 percent. In many situations, a user-mode application is not affected by the extra disk update.
Mirrored volumes are the least efficient in terms of space utilization. Because the data is duplicated, the space requirements for a mirrored volume are higher than for a RAID-5 volume.
For information about recovering from the failure of a mirrored volume, see “Repair, Recovery, and Restore” in this book.
RAID-5 Volumes
A RAID-5 volume dedicates the equivalent of the space of one disk in the RAID-5 volume for storing the parity stripes, but distributes the parity stripes across all the disks in the group. The data and parity information are arranged on the volume so that they are always on different disks. 
Table 11.4 shows the order in which data is written to a RAID-5 volume that consists of five stripes on five disks.
Table 11.4   Structure of a RAID-5 Volume
Stripe Number

Disk 1

Disk 2

Disk 3

Disk 4

Disk 5
Stripe 1
parity 1
1
2
3
4
Stripe 2
5
parity 2
6
7
8
Stripe 3
9
10
parity 3
11
12
Stripe 4
13
14
15
parity 4
16
Stripe 5
17
18
19
20
parity 5
The parity stripe is the exclusive OR (XOR) of all the data values for the data stripes in the stripe. If no disks in the RAID-5 volume have failed, the new parity for a write can be calculated without having to read the corresponding stripes from the other data disks. Thus, only two disks are involved in a write operation: the target data disk and the disk that contains the parity stripe. Figure 11.3 shows the steps that are involved in writing data to a RAID-5 volume. 
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Figure 11.3   Writing Data to a RAID-5 Volume
Implementing a RAID-5 volume requires a minimum of three and a maximum of 32 disks in the set. The physical disks do not need to be identical. However, there must be equal size blocks of unused space available on each physical disk in the set. The disks can be on the same or different controllers. As with striped volumes, you cannot add disks to a RAID-5 volume if you need to increase the size of the volume later.
If one of the disks in a RAID-5 volume fails, none of the data is lost. When a read operation requires data from the failed disk, the system reads all of the remaining good data stripes in the stripe and the parity stripe. Each data stripe is subtracted (with XOR) from the parity stripe; the order is not important. The result is the missing data stripe. 
When the system needs to write a data stripe to a disk that has failed, it reads the other data stripes and the parity stripe and backs them out of the parity stripe, leaving the missing data stripe. The modifications needed to the parity stripe can now be calculated and made. Because the data stripe is unavailable, it is not written; only the parity stripe is written.
There is no effect on a read operation when the disk that failed contains a parity stripe. (The parity stripe isn’t needed for a read, unless there is a failure in a data stripe.) When the failed disk contains a parity stripe, the system does not compute or write the parity stripe when there is a change in a data stripe.
Advantages of RAID-5 Volumes
RAID-5 volumes are well suited for large sequential reads. Typically, RAID-5 is used in database mining. A RAID-5 volume also works well in the following situations:

In large databases where reads occur much more often than writes. Performance degrades as the percentage of write operations increases. Database applications that read randomly work well with the built-in load balancing of a RAID-5 volume.

Where a high degree of fault tolerance is required without the expense (incurred by the additional disk space required) of a mirrored volume. A RAID-5 volume is significantly more efficient than a mirrored volume when larger numbers of disks are used. The space required for storing the parity information is equivalent to 1/Number of disks, so a 10 disk array uses 1/10 of its capacity for parity information.
The utilization increases as the number of disks in the array increases.
Disadvantages of RAID-5 Volumes
In general, RAID-5 volumes are not well suited for any write intensive workload, since a single write is likely to generate a disk read of the parity and two writes (to update data and to parity). 
A RAID-5 volume is not well suited for the following situations: 

Where applications that require high-speed data collection from a process are used. This type of application requires continuous high-speed disk writes, which do not work well with the asymmetrical I/O balance inherent in RAID-5 volumes and the extra I/Os required to write the parity stripe.

In transaction processing database applications in which records are continually updated, such as in financial applications where balances are frequently updated.

Where applications that require large sequential data transfers are used. These types of data transfer can prevent effective I/O load balancing.
Neither the system volume nor boot volume can be on a RAID-5 volume. If a disk that is part of a RAID-5 volume fails, read operations for data stripes on that disk are substantially slower than for a single disk. The software has to read all of the other disks in the set to calculate the data.
A RAID-5 volume requires more system memory than a mirrored volume.
Note   On a computer running Windows 2000 Professional, 32 MB is the minimum amount of RAM; 64 MB is the minimum amount of RAM for a computer that is running Windows 2000 Server. You might want to add memory or use additional services when you configure disks as RAID-5 volumes. 
Configuring and Using Mirrored Volumes and RAID-5 Volumes
This section discusses using features that are available in Windows 2000 Server software to implement mirrored volumes and RAID-5 volumes. It does not discuss configuring or using hardware RAID arrays. 
Creating a Mirrored Volume or RAID-5 Volume
If you are using all SCSI disks, it is a good idea to use the same translation on all SCSI controllers on disks in a mirrored volume or RAID-5 volume. Disable translation when you do not need to multiple-boot with MS–DOS or have a system volume or boot volume larger than 1 gigabyte (GB). 
When you create a mirrored or RAID-5 volume, Disk Management allocates unused space from each dynamic disk that you select. 
For information about creating mirrored and RAID-5 volumes, see Windows 2000 Server Help.
Creating a Mirrored Volume
If you need to multiple-boot with MS–DOS, Windows 95, or Windows 98, you cannot mirror your system volume. If you need a boot volume larger than 1 GB, you need to enable translation. 
When you want to create a mirrored volume, the original volume that you want to mirror must already exist. You must have an area of unused space on a dynamic disk at least as large as the original volume on another disk connected to the computer.
If the unused space that you select for the volume on the shadow disk is larger than the existing volume, the remaining space is unused and can be used to create other volumes.
Creating a RAID-5 Volume
To create a RAID-5 volume, you must have at least three unused areas on different dynamic disks connected to the computer. As with a mirrored volume, if the areas of unused space that you select for a RAID-5 volume are not all the same size, the space left over can also be used for other volumes.
When using a RAID-5 volume, performance is better if you put the operating system and page file on the volume and disks used for the RAID-5 volume. You can use different types of controllers for the operating system and the RAID-5 volume when you have them on separate controllers. For more suggestions, see “RAID-5 Volumes” earlier in this chapter.
Configuring the System Partition on a Mirrored Volume
If your system volume is on a SCSI disk, you need to have the BIOS enabled on the SCSI controller, or the system cannot find the MBR. If you have created a mirror of your system volume by using two SCSI controllers, make sure that you are using the same translation on both controllers.
Important   Note that you cannot create a dynamic volume within Setup. If you must delete a dynamic volume from within Setup, delete all volumes on the disk. This reverts the drive to a basic drive and results in the loss of all data on that drive.
Use the translation feature on SCSI controllers to set the translation mode. Because you need to disable the BIOS on the second controller, Windows 2000 always translates the geometry of the shadow volume to 32 sectors per track and 64 heads per cylinder. Therefore, it is important to make sure that the SCSI controller for the original disk is using the same translation. When the BIOS is enabled, most SCSI controllers default to a large disk translation scheme if the disk is larger than 1 GB. The geometry for this translation is 255 heads and 63 sectors. Most SCSI controllers have a method to manually configure the controller to use the 32-sector, 64-head translation. Using 32 sectors and 64 heads on the controller for the original disk ensures that both disks are as close to a true sector-by-sector mirror image as possible. Recovery from failures of the original disk or its controller is much easier if the geometry of both disks is the same. The only disadvantage is that older controllers that do not support Interrupt 13 Extensions need the system volume to be within the first 1 GB, or 1024 cylinders, of the disk. Windows 2000 takes advantage of Interrupt 13 Extensions, which makes it possible for the system volume to reside on large volumes that exceed the 1024 cylinder limit
Disabling the controller BIOS is different from turning off translation. Problems occur because you need to have the BIOS enabled on the first controller to start the computer from the hard disk. If you do not turn off translation on both controllers, and the first controller fails, you need to enable the BIOS on the second controller. The translation on the second disk is now different than when you low-level formatted it, and you cannot use the disk. 
Note   If you disable the BIOS on both controllers, translation is automatically disabled as well. However, you cannot start up from the hard disk if the BIOS is disabled.
If you receive the message “Drive is too small” when you try to reconstruct the mirrored volume after the failure of the original disk, it is likely that the translation is not consistent. 
Having two different SCSI controllers complicates restarting the computer in the event of a hardware failure. If you use two different SCSI controllers in your mirrored volume, you need to have a different SCSI device driver for each controller.
Note   The term duplexed mirrored volume means that each disk in the mirrored volume has its own disk controller. 
You can use Enhanced Integrated Drive Electronics (EIDE) controllers for a mirrored volume of the system volume. EIDE disks usually require motherboard BIOS support for logical block addressing (LBA), and each motherboard usually performs LBA in the same way for all EIDE disks. 
Note   If you are going to mirror an EIDE disk with a SCSI disk, do not mirror the system volume. However, you can mirror your boot volume.
When the shadow disk or controller fails, recovery is the same as recovering from any mirrored volume failure. Follow the guidelines for identical disks and controllers described earlier in this chapter. For more information about rebuilding the mirrored volume when you have replacement hardware, see “Repair, Recovery, and Restore” in this book and Windows 2000 Server Help.
When the original disk or controller fails, Windows 2000 seamlessly starts using the shadow disk for all accesses. For this reason, a problem can go undetected until you try to restart the computer. In this case, you might need to remove power from the failed disk or remove it from the SCSI bus before attempting to start from the shadow volume using the Windows 2000 startup floppy disk.
Important   If you use a computer with an Extended Industry Standard Architecture (EISA) volume as the first volume on the primary system disk, you might find that the Windows 2000 startup floppy disk does not start the shadow drive. This is because the Boot.ini is pointing to volume(2) which is not the system volume on the shadow drive. On the shadow drive there is no EISA volume configured as the first volume on the shadow disk. Therefore, you need to change the volume parameter in the Boot.ini to volume(1) as well as changing the disk parameter to point to the shadow drive.
Important   Try both startup paths before a failure, if possible. Also, you should always check Boot.ini if you are using mirrored volumes.
Guidelines for Configuring Mass Storage
When choosing a configuration for mass storage, you need to consider variables such as cost, performance, and the time required to completely rebuild a disk. Consider the relative advantages and disadvantages of mirrored volumes, RAID-5 volumes, or a combination of the two techniques.
In general, fault-tolerant configurations are only needed for information that must be readily available in case of hardware failure or unrecoverable disk errors. You do not need to have your page file on a fault-tolerant volume, and it is recommended that you not have the page file on a RAID-5 volume because of potential performance impacts. 
You might not need to configure applications on a fault-tolerant volume. If you have applications and other common files on more than one computer running Windows 2000 Server, you can use replication to keep them consistent and to provide the redundancy. If you have applications on a single computer running Windows 2000 Server, you only need to configure them on a fault-tolerant volume if they must always be immediately available. Make sure that you back up the volume every time you install a new application or change default settings for an application.
Note   Placing application data on a striped volume provides the fastest I/O performance for reading data. 
If space is a consideration, format your application volume with NTFS (or convert a FAT volume to an NTFS volume), and use NTFS compression for folders and files on the volume. 
Using Mirrored and RAID-5 Volumes
You need to consider the software and hardware constraints of fault-tolerant storage, as well as the cost and reliability of the system. Each vendor needs to have design guidelines for their system, whether you want a RAID array or want to use the fault-tolerant features provided in Windows 2000 Server.
In certain configurations and situations fault tolerance might not work as you might expect. Check that all of the disk hardware is on the Windows 2000 HCL. If any equipment is not included on the HCL, it might not work well. 
If possible, use identical disks. Although this is not a requirement, there are several advantages to using identical hardware for fault-tolerant configurations:

The performance of the disks are identical. Faster disks do not have to wait for slower disks.

If you want to configure the entire disk for a mirrored volume or RAID-5 volume, the capacity is the same.

There are fewer potential problems with configuration and compatibility.
Have a spare disk available and ready for use. When purchasing the disks, it is a good idea to purchase an extra disk for use as a spare. An identical disk guarantees that the spare disk is compatible, does not degrade the system performance, and can be easily installed. If you are using SCSI disks, check the disk documentation to see if you need to manually set the SCSI ID. 
Having an available spare or warm spare (a disk that is powered at all times in the configuration and ready to be substituted) allows you to dynamically mirror or replace a member disk of a mirrored or RAID-5 volume in the event of a hardware failure on a spindle. 
Have a backup controller available, or configure your disks with duplexed controllers. The system can continue operating when a disk fails, but not when a controller fails. System downtime can be minimized by having a preconfigured controller available. If the replacement controller is not the same as the original, you have to install a new driver, and your configuration becomes more complex.
Note   If you have configured your system volume on a mirrored volume, use the same make and model of controller for your backup, and be sure to use the same translation for both the original and shadow volume.
Configuring Mirrored Volumes
To a large extent, how you configure your mirrored volumes depends on the number of disks and controllers that you want to have on the computer running Windows 2000 Server. Configuring your boot volume on a disk (and controller) that does not contain data sets results in better performance. There are also other considerations that are related to overall reliability.
When you use a mirrored volume for your system or boot partitions, the following issues must be kept in mind: 

You can make the configuration more fault tolerant by putting each disk member of the mirrored volume on separate controllers. This approach allows you to survive controller or disk failures. Putting each disk member of the mirrored volume on a separate channel of a multichannel controller does not make the controller fault tolerant. However, depending on the configuration, it might improve performance.

Be sure to use the same disk translation for the disks in a mirrored volume of the system volume and to format both disks using the same controller.
Important   Always try starting the computer from both mirrors before you have a failure.
Configuring RAID-5 Volumes
When configuring a RAID-5 volume, buy disks on the basis of cost per megabyte and performance, since storage efficiency increases with a larger number of disks. If you use high performance SCSI controllers, an array of six 9-GB disks provides more efficient storage than nine 6-GB disks. Smaller disks can also be rebuilt faster. 
Keep the RAID-5 volume on a different controller and disk than your system and boot volume. Using separate controllers improves performance and can accelerate recovery from hardware failures. Remember that you cannot configure your system volume or your boot volume on a RAID-5 volume.
If the computer itself or the disk containing the boot volume fails (and the boot volume is not mirrored), it might be faster to move the RAID-5 volume to a different computer. 
Fault-Tolerant Hardware Versus Software
The following are points to consider when deciding between a fault-tolerant hardware or software solution:

Fault-tolerant software is available only on Windows 2000 Server. 

Hardware fault tolerance is faster.

Software fault tolerance is less expensive. 

In a hardware fault tolerance implementation, some vendors support hot-swappable disks when there is a disk failure.
Regardless of whether you implement fault tolerance by using hardware or software, implementing fault tolerance does not reduce the need for backups. 
Testing a Fault-Tolerant System
If the computer has software fault-tolerant volumes, test your configuration by simulating the failure and replacement of a disk. 
Even though fault-tolerant volumes continue to work when one disk has failed, there is no fault tolerance until you install a replacement disk. A second disk failure during this interval will result in loss of data, because data redundancy was lost when the first failure occurred. If a backup disk is not readily available, significant business costs can result from the downtime.
If you have hardware RAID arrays, documentation provided by the vendor needs to describe how to recover from disk or controller failures. Make sure to test that their procedures work for your installation.
Important   Fault tolerance is not an alternative to performing regular backups. 
Avoiding Single Points of Failure
Although it is important to be prepared for problems, you can take steps to protect against certain failures, such as disk failures, component problems, network problems, and power failures. Hardware and software configurations can be implemented to help reduce the likelihood of problems that result in costly downtime and recovery processes. 
Computers running Windows 2000 Server have fault tolerance features built into the operating system. Typically, fault tolerance applies to disk subsystems, but it can also apply to other parts of a system or an entire system. For example, a fully fault-tolerant computer system uses redundant disk controllers and a UPS as well as fault-tolerant disk subsystems.
Although data is always available and current in a fault-tolerant disk configuration, backups are always needed to protect data on a disk subsystem from failures caused by unpredictable occurrences such as user error, sabotage, or software malfunction, and catastrophes such as fires, earthquakes, or floods. Keeping replacement disks and controllers available on-site is cost-effective. 
Disk fault tolerance is not an alternative to a backup strategy. Your backup strategy should include off-site storage.
Consider providing UPS protection for individual computers and the network itself, including hubs, bridges, and routers. Windows 2000 has UPS support on individual computers which typically provides power long enough for Windows 2000 to complete an orderly shutdown when power fails. If your company has a history of frequent or prolonged power outages, investigate alternative power sources besides the local power company for critical computers. It is important to remember that even a UPS for every computer on the network does not necessarily prevent data loss or corruption due to power fluctuations. The network is itself an electrical system. Intermediary devices such as routers, bridges, and hubs, require the same UPS protection to prevent loss of network functionality.
Avoiding Computer Component Failure
Typically, server failure is the most costly for a business, whether it is a file server, a print server, or an applications server. You need to consider the effects of individual components when deciding how to configure company computers and when to run diagnostic tests.
Motherboard and Central Processing Unit
Motherboards consist of electronics that can and do fail, although the motherboard and the CPU are generally reliable computer components. There is little that you can do to avoid a motherboard failure or CPU fault, except to run regular system checks to ensure that the components are functioning correctly. Some systems include built-in diagnostic tools that operate with Windows 2000.
RAM
The three major types of RAM that deal with error detection and correction are parity RAM, error-correction coding (ECC) RAM, and nonparity RAM. 
Parity RAM   Parity RAM contains an extra bit that indicates if each byte in the RAM is faulty. When parity RAM detects a parity difference, it signals the CPU through a nonmaskable interrupt (NMI). Depending on where and when detection happens, Windows 2000 determines if this is an I/O board parity error, memory bus error, or some other kind of parity error. Windows 2000 can also report I/O channel parity errors from cards in slots. This generates an error message in these cases, and sometimes the computer stops.
Error-correction coding RAM   High-end systems often use ECC RAM, which can detect a two-bit failure and correct a single-bit failure in the system memory. Windows 2000 continues to run in spite of a single-bit failure. Depending on the hardware design, there might or might not be a report of this corrective action.
Nonparity RAM   If you use nonparity RAM, Windows 2000 has no way to detect memory problems, and your computer might crash randomly. Nonparity RAM costs less than parity RAM, and parity RAM is not available for all computers. If you do not have parity RAM in your computers, ask your vendor if it can be installed or is supported by the computer.
Some vendors supply products that you can use to check the RAM in a computer.
Video Cards
Video cards drive the screen and render images for display. They rarely cause computer failures, but might cause the computer to behave erratically. More often, video cards cause screen painting problems, application page faults, and the like. Such problems are typically not critical enough to require you to shut down the computer. To minimize video problems, be sure that your computer is running the most recent release of a supported video driver.
Disks and Disk Controllers
You have many choices for your disk configuration, including fault tolerant configurations. EIDE and SCSI technologies each offer different benefits for fault tolerance and recovery. The MTBF gives you a measure of expected disk and controller reliability. 
Be sure to run disk and controller diagnostics during every preventive maintenance check. Diagnostics are typically available from your hardware vendor. Windows 2000 automatically runs Chkdsk every time you start up the computer, and you can run a surface scan of the disks by specifying chkdsk /r. Chkdsk is also available from the Recovery Console.
Network Adapters
Asynchronous Transfer Mode (ATM) and other network adapters can have dual channel connections. If one channel fails, the other is automatically used. 
Ethernet and Token Ring network adapters do not have dual channel capability. If the manufacturer provides a diagnostic program, it is recommended that you run it on the network adapterss during scheduled preventive maintenance or downtimes. 
You can evaluate network segments with network packet trace programs, called sniffers. Network Monitor can check for the following problems:

Invalid Cyclic Redundancy Checks (CRCs).

Corrupted packets.

Bandwidth saturation caused by a broadcast intensive network adapter.
Using an Uninterruptible Power Supply
An uninterruptible power supply (UPS) provides constant power to a computer system when a power fluctuation or power loss occurs. Built-in electronics constantly monitor line voltages: if the line voltage fluctuates above or below predefined limits, or fails entirely, the UPS supplies power to the computer system from built-in batteries. The UPS converts the direct current (DC) battery voltage into the alternating current (AC) voltage required by the computer system. The change to batteries must take place very rapidly to prevent data loss.
Most UPS devices are one of the following types:

Online UPS. An online UPS is connected between the main power and the computer that constantly supplies power to your computer. The main power continuously charges the batteries which supply the power to the computer. Connecting it to the main power keeps its battery charged. This method provides power conditioning, which means that it removes spikes, surges, sags, and noise.

Standby UPS. A device configured to provide either the main power or its own power source and to switch from one to the other as necessary. When main power is available, the UPS device connects the main power directly to the computer and monitors the main power voltage level. When the main power fails or the voltage falls below an acceptable level, the UPS device switches to its own power.
Use only UPS hardware that is included on the Windows 2000 HCL. Other options to consider include:

Whether to use a separate UPS for each computer or have larger capacity, centralized UPSs that protect multiple computers.

What type of UPS you want to use. 

How big the UPS needs to be to protect your computer systems.

How long the UPS needs to run before automatically shutting down.

What other features your UPS needs to have, such as:

Continuous conditioning of the incoming power to provide clean, steady power. 

Software that produces statistics or logs UPS information to the event log. 

Software for testing the integrity and reliability of the UPS battery.
For robust resistance to power failures, use UPS hardware connected to the computer and software that handles power failures, including shutting down the system before the UPS batteries are depleted. Without such software, human intervention is needed to shut down the system.
Windows 2000 has built-in UPS functionality that takes advantage of the features included with many UPS systems, such as ensuring the integrity of data on the system by providing for an orderly shutdown of the computer system if a power failure lasts long enough to deplete the UPS batteries. In addition, users connected to a computer running Windows 2000 Server can be notified that a shutdown will occur, and new users are prevented from connecting. Finally, damage to the hardware from a sudden, uncontrolled shutdown can be prevented.
Some vendors also provide a user interface for configuring the UPS, which you can use instead of the one provided in Windows 2000. 
To fully protect your network, you also need to install a UPS on network devices such as routers, hubs, and bridges. For the best protection, install UPS systems on the cables that connect your computer to your modem, telephone, printer, and network equipment. Most UPS systems have built-in surge protection.
In Control Panel, click Power Options to configure the Windows 2000 UPS service. 
To configure the UPS service in Windows 2000
 1.
In Control Panel, select the Power Options option.
 2.
Select the UPS tab, and then click the Select button.
 3.
From the UPS Select dialog box, select the manufacturer and model of the UPS unit you are using.
 4.
In the On port field, select the port to which the UPS is connected, and then click Finish.
 5.
On the UPS page of the Power Options Properties dialog box, click the Configure button.
 6.
From the UPS Configuration dialog box, select the configuration options that best suit your needs.
 7.
Click OK.
 8.
On the UPS page of the Power Options Properties dialog box, click OK or Apply to commit the new settings.
The remaining information depends upon your specific UPS and its use. 
When selecting the signals to use in the UPS Configuration group box, the interface voltages indicate the active state for the signal. For example, if you select a negative interface voltage for the power failure signal, the normally positive signal becomes negative when a power failure occurs.
Use the following procedure to configure the Windows 2000 UPS service to run a command file when a power failure occurs.
To configure the UPS service in Windows 2000 to run a command file when a power failure occurs
 1.
In the UPS Configuration dialog box, select the When the alarm occurs, run this program check box, and then click Configure.
 2.
In the UPS System Shutdown Program dialog box, select the Task tab.
 3.
Type the name of the file in the Run field. 
 4.
If you want the scheduled task to run at a specified time, select the Enabled (scheduled task runs at specified time) check box and continue this procedure.
 5.
Select the Schedule tab, and then select the frequency and start time of the task.
 6.
For further schedule settings, click the Settings tab.
 7.
Choose from options in the Scheduled Task Completed, Idle Time and Power Management areas of the Settings tab, then click OK.
 8.
In the Set Account Information dialog box, type the Run as and password information, and then click OK.
Note   The command file must reside in %SystemRoot%\System32 and have a file name extension such as .exe, .com, .bat, or .cmd.
Avoiding Disruptions to Network Connections
If users cannot connect to the computers in a configuration that is running Windows 2000 Server, that configuration is not fault tolerant. You need to consider what can fail in the connections between computers as well as within an individual computer. 
Network Cabling
If your company is growing, the connections between the computers that make up your configuration could become saturated with network traffic. It is recommended that you evaluate network traffic regularly to determine your need to upgrade by adding equipment. You can also use newer technologies, such as ATM, Fast Ethernet 100 BaseT, or GB Ethernet.
Intermediary Devices
Devices that connect different segments of your network, such as routers, bridges, hubs, and switches can also cause bottlenecks and failures. Intermediary devices need to be protected with a UPS. 
Determine the level of vendor support available for each device, as well as the standards supported by each device, and whether the vendor has a migration path for new standards. You also need to find out if there are frequent software changes.
External Network Connections
If you lease an X.25 connection, an Integrated Services Digital Network (ISDN), Asymmetric Digital Subscriber Line (ADSL), or T1 line to connect to another building, branch, or subsidiary of your company, verify that your line vendor has adequate recovery procedures in place. 
Additional Resources

For more information about RAID volumes, see Windows 2000 Server Help. 

For more information about mirrored and RAID-5 volumes, see Windows 2000 Server Help.
